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ABSTRACT
Federated Learning (FL) is a promising framework for multiple
clients to learn a joint model without directly sharing the data. In
addition to high utility of the joint model, rigorous privacy protec-
tion of the data and communication efficiency are important de-
sign goals. Many existing efforts achieve rigorous privacy by ensur-
ing differential privacy for intermediate model parameters, how-
ever, they assume a uniform privacy parameter for all the clients.
In practice, different clients may have different privacy require-
ments due to varying policies or preferences.

In this paper, we focus on explicitly modeling and leveraging
the heterogeneous privacy requirements of different clients and
study how to optimize utility for the joint model while minimizing
communication cost. As differentially private perturbations affect
the model utility, a natural idea is to make better use of informa-
tion submitted by the clients with higher privacy budgets (referred
to as “public” clients, and the opposite as “private” clients). The
challenge is how to use such information without biasing the joint
model. We propose Projected Federated Averaging (PFA), which
extracts the top singular subspace of the model updates submit-
ted by “public” clients and utilizes them to project the model up-
dates of “private” clients before aggregating them. We then pro-
pose communication-efficient PFA+, which allows “private” clients
to upload projected model updates instead of original ones. Our ex-
periments verify the utility boost of both algorithms compared to
the baseline methods, whereby PFA+ achieves over 99% uplink
communication reduction for “private” clients.
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1 INTRODUCTION
Federated learning (FL) [6, 19, 21, 32] has attracted substantial at-
tention in recent years, since it provides a promising approach
for multiple devices (e.g., smartphones, IoT devices) or institutions
(e.g., hospitals or banks) to collaboratively learn a joint model from
the sensitive local data. The latter is also known as cross-silo fed-
erated learning, which will be the focus of this paper. We consider
the horizontally partitioned setting in which the institutions have
their own sets of data subjects (e.g. patients or customers) with
the same set of features and wish to learn a joint model. For exam-
ple, a formidable problem common for clinical studies is the inad-
equate number of subjects of a given condition (e.g. rare disease),
esp. at a single institution. Cross-institutional learning is desired
to mitigate the data shortage or bias and learn a more accurate
and generalizable model. Figure 1 shows the typical FL framework
where clients upload local model updates to a semi-trusted coor-
dinating server which in turn aggregates the local models into a
global model through multiple rounds of iterations.
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Figure 1: Framework of federated learning.

In addition to high utility of the joint model, rigorous protection
of the sensitive data and communication efficiency are among the
key design desiderata of a successful FL algorithm. Privacy is a
key design consideration that motivates the FL framework, which
requires each client’s raw data to be stored locally and only inter-
mediate model updates are transferred during collaborative train-
ing. By avoiding direct data exchange, it reduces the risk of sensi-
tive information disclosure. However, the transferred intermediate
variables can still disclose sensitive user information via advanced

828

https://www.acm.org/publications/policies/artifact-review-and-badging-current


adversarial algorithms and have been shown to be vulnerable to
various privacy attacks such as reconstruction attacks and mem-
bership inference attacks [17, 36, 37, 40, 47]. To further enhance
the privacy-preserving capability, differential privacy (DP) [11]
has been introduced to ensure rigorous privacy protection for the
intermediate model updates [14, 19, 41]. However, existing works
assume a uniform privacy budget for all the clients. In practice,
different institutions may have different privacy requirements due
to varying privacy policies or varying privacy preferences of the
data subjects (e.g. different demographic groups), which leads to
heterogeneous privacy budgets across institutions. An open ques-
tion is how to adapt the FL algorithms for better trade-offs among
model utility and communication efficiency while allowing hetero-
geneous privacy guarantees for the clients.

We formalize the heterogeneous differentially private FL prob-
lem, where the privacy budgets are varying from institution to in-
stitution. The central goal is to exploit the heterogeneous privacy
budgets to optimize utility during the federated training, while
minimizing the uplink communication cost. To ensure DP, the util-
ity of the joint model inevitably decreases due to the perturba-
tions injected on local model updates submitted to the server. In-
formally, the “private” institutions with stricter privacy budgets re-
quire larger perturbation, leading to less accurate model updates,
while the “public” clients with more relaxed privacy budgets sub-
mit more accurate model updates. Thus, a natural idea is to extract
more useful information from the “public” clients’ model updates.
While intuitive, the challenge is to decide which “right” information
to extract and how to use it without access to the raw local data, be-
cause wewant neither the case where toomuch public institutions’
information biases the joint model, nor the case where too less in-
formation does not help improve the joint model utility.

Previous work [15, 28, 35] have observed that the stochastic gra-
dients of the model parameters stay in a low-dimensional space
along the training trajectory in a typical Stochastic Gradient De-
scent (SGD) based learning algorithm and DPSGD algorithms. Mo-
tivated by this, our main idea is to extract the top singular sub-
space of the model updates submitted by “public” clients as such
“right” information, i.e., a lower dimensional subspace extracted
from the model updates. Since the model updates submitted by
“private” clients contain more noise, projecting them onto the sub-
space from “public” clients will allow us to extract and aggregate
the most useful information while mitigating the impact of the
noise, hence higher utility for the joint model could be achieved.
Simultaneously, the lower-dimensional subspace makes it possible
for the “private” clients to only upload projected model updates in
the reduced subspace, hence achieving significant communication
reduction.

Contributions. In this paper, we introduce the definition of het-
erogeneous DP in FL (FL-HDP), and propose a novel projection
based federated averaging (PFA) algorithm that achieves FL-HDP
by perturbing each client’s local update in a customized way. To
fully utilize the model updates with heterogeneous perturbation
noises, PFA exploits the top singular subspace extracted from the
intermediate local updates of the “public” clients for aggregating
the global updates with enhanced utility. We further propose a
communication-efficient variant PFA+ in which “private” clients

use subspace from previous model updates to upload projected
model parameters instead of the original ones, with minimal im-
pact on model utility.The contributions are summarized as follows.
(1) We formalize the problem of heterogeneous DP in FL which

allows different institutions to have different privacy require-
ments.

(2) We first propose the basic weighted average (WeiAvg) ap-
proach that considers the varying privacy budgets of clients.
The clients with tighter privacy budgets are assigned a larger
weight when averaging the model updates, and vice versa.
Then we propose an advanced projected federated average
(PFA) approach, which partitions the clients into “public” and
“private” ones with more relaxed and strict privacy budgets re-
spectively, and utilizes the top singular subspace of the “pub-
lic” clients for projecting themodel updates before aggregating
them, leading to noise reduction and higher utility compared
with the standard FedAvg and the basic WeiAvg.

(3) We further propose a communication-efficient variant PFA+,
which applies projected federated averaging in an asynchro-
nous way and allows “private” clients to upload only projected
model updates in the reduced subspace, and achieves signifi-
cant communication reduction with minimal impact on utility.

(4) We provide a formal convergence analysis showing that PFA
can achieve the same convergence rate as the non-private Fe-
dAvg under the same assumptions. We also show communica-
tion and computation complexity analysis of PFA.

(5) We perform a comprehensive evaluation on both statistical
learning and deep learning models using several real world
datasets from different domains. The results demonstrate that
PFA and PFA+ greatly improve the utility of the joint model
over the baseline methods in different settings. In addition,
PFA+ achieves over 99% uplink communication reduction for
“private” clients with comparable utility.

Organization. The rest of the paper is structured as follows. Sec-
tion 2 reviews the related work. Section 3 describes the preliminar-
ies. Section 4 presents the proposed methods. Section 5 presents
the experiments. Finally, Section 6 draws a conclusion and dis-
cusses future directions.

2 RELATEDWORK
2.1 Federated Learning
Federated learning (FL) is a form of decentralized learning with the
goal of collaboratively training a global model from data stored in
multiple remote clients [27]. It has received significant interest in
recent years, owing to its distinct privacy advantages compared to
the traditional centralized learning. However, there are also open
challenges such as the communication and computation overheads,
data and model heterogeneity, and unreliable or potentially mali-
cious participating clients or servers [2, 19, 27, 30].

Federated optimization methods. One of the most widely used
approaches for federated optimization problem is federated aver-
aging (FedAvg) [32], in which a randomly sampled subset of clients
run a certain number of Stochastic Gradient Descent (SGD) steps
locally and independently and the central server then averages
the local models to update the global model. While FedAvg has
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emerged as a de facto standard algorithm, it has several limitations
in overcoming the inherent challenges of FL, such as the commu-
nication and computation overheads, data heterogeneity, and con-
straints on the model architectures [2, 19, 27, 30]. To overcome
these issues, some works approach FL in new perspectives. For ex-
ample, Lin et al. [30] propose a distillation framework for robust
federated model fusion (FedDF), which enables FL in more general
settings such as heterogeneous client models and data. Al-Shedivat
et al. [2] formulate FL as a posterior inference problem, and pro-
pose an approximate algorithm FedPA that runs local and global
posterior inference on the clients and server side respectively.

Differentially private federated learning. Attempts to inte-
grate differential privacy into federated learning for enhanced pri-
vacy protection have been made previously. Notably, Geyer et
al. [14] achieve client-level differential privacy by adding random
Gaussian noise on the aggregated local model updates to hide a
single client’s information. McMahan et al. [33] propose the user-
level or sample-level differential privacy by allowing each client to
perturb its computed gradients locally and upload the noisy model
updates to the server. User-level differential privacy ensures that
the intermediate model parameters and final model are indistin-
guishable regardless of the presence or absence of any given record
(user) at each client. Other works also consider the combination of
DP and blockchain [4], or add DP noise on both uplink and down-
link communication channels [41]. In this work, we adopt the user-
level differential privacy while allowing heterogeneous privacy pa-
rameters to be used at each client.

2.2 Heterogeneous Differential Privacy
There is rich literature exploring differentially private mechanism
design considering heterogeneous privacy preferences. Most of
them are focused on centralized setting [3, 18, 26, 34], where each
user holds a single data entry and is associated with a personal-
ized privacy parameter. For the case of cross-silo FL, each client
contributes multiple data entries, and can be associated with a dif-
ferent client specific privacy parameter. We refer to this as client-
level heterogeneous differential privacy to make a distinction.

User-level personalized differential privacy. The line of work
on user-level personalized differential privacy in centralized set-
ting starts by Alaggan et al. [3] who first introduced the notion of
heterogeneous differential privacy. Another independent work by
Jorgensen et al. [18] introduced a similar notion of personalized
differential privacy (PDP). PDP considers the case where each user
or record is associated with its own privacy parameter. They pro-
posed two mechanisms based on non-uniform sampling and expo-
nential mechanism, which are applicable to more common queries
compared with [3]. Following the above two works, an extensive
set of methods has been developed for adopting personalized pri-
vacy guarantees in different scenarios, more complex tasks, or per-
suing better data utility [9, 22, 26, 29, 34, 43, 45].

Client-level heterogeneous differential Privacy. There is lim-
ited work considers heterogeneous privacy preferences in the de-
centralized setting where each client is associated with its own pri-
vacy parameter. This can be due to the fact that each client has its

own privacy policy or the client allows its users to specify person-
alized parameters. Given the heterogeneous privacy parameters
from different clients, a straightforward approach is to design the
learning algorithm to satisfy 𝜖𝑚𝑖𝑛-DP, with 𝜖𝑚𝑖𝑛 as the minimum
privacy budget across all clients [33], then apply conventional al-
gorithms designed for uniform DP. Obviously, this approach could
lead to a large amount of under-utilized privacy budgets.

Recently, an independent work by Chathoth et al. [8] has made
efforts for addressing cohort-level privacy heterogeneity moti-
vated by the IoT setting. More specifically, all clients are first
grouped into cohorts and Gaussian noises are added on the aggre-
gation of local updates from the clients in each cohort. In their
approach, the privacy budgets used at each communication round
are still identical for all cohorts. By a privacy accountant, clients
with stricter privacy requirements will end sooner than those of
more relaxed privacy requirements. Thus they adopted continual-
learning based methods to ensure the model utility. In contrast,
we consider client-level heterogeneous DP which is better moti-
vated in our cross-silo FL setting. In addition, we use heteroge-
neous privacy parameters for the clients for each round and de-
velop a projection-based approach for enhanced utility and com-
munity efficiency.

2.3 Gradient Projection
Previous work have observed that stochastic gradients stay in
a low-dimensional space along the training trajectory of SGD
[15, 28, 35]. Zhou et al. [46] further studied the noisy gradients and
proposed a variant of DPSGD algorithm, named Projected DPSGD
(PDPSGD), for reaching a better privacy-utility trade-off in deep
learning. However, these observations mostly focused on the sto-
chastic gradients in the centralized setting, we empirically prove
that the projection-based approach can be adapted to the noisy
model updates in the FL setting (see Figure 13 with its related
description in Appendix B), and first exploit its benefit for both
(heterogeneous) noise reduction and communication reduction in
the federated setting.The key differences between our method and
PDPSGD are discussed in details in Appendix D.1.

3 PRELIMINARIES
In this section, we will give a brief review of the related definitions
and notations used in the paper. Table 2 in Appendix A summarizes
the frequently used notations.

3.1 Federated Learning

Federated Learning Formulation. We focus on a typical cross-
silo horizontally partitioned FL setting: there is a central coordi-
nating server and𝑀 clients with each holding a local dataset with
the same set of features drawn from an unknown data distribution
denoted by P𝑚, 𝑚 ∈ [𝑀]. The aim is to jointly optimize the ob-
jective function denoted by L(x), where x is the trainable model
parameters.

Definition 1 (Federated Learning Formulation). The global
empirical lossL(x) is taking theweighted average of the per-client

830



loss L𝑚 (x) over all clients, i.e.,

L(x) ≜
𝑀∑
𝑚=1

𝑤𝑚L𝑚 (x), 𝑠 .𝑡 .
𝑀∑
𝑚=1

𝑤𝑚 = 1,where𝑤𝑚 =
𝑁𝑚
𝑁

(1)

andL𝑚 (x) is the local loss of client𝐶𝑚 on the local dataset defined
as follows,

L𝑚 (x) ≜
1

𝑁𝑚

𝑁𝑚∑
𝑖=1

ℓ (x, 𝜉𝑖 ), (2)

where D𝑚 with size 𝑁𝑚 is the local dataset with each sample
{𝜉1, . . . , 𝜉𝑁𝑚 } drawn from P𝑚 .

Federated Averaging. Federated averaging (FedAvg) [32] is a ba-
sic algorithm for optimizing eq.(1), which is shown in Algorithm 6
in Appendix B. More specifically, at each communication round 𝑡𝑐 ,
a random subset of clients S𝑡𝑐 run some number of local update it-
eration steps (e.g., SGD steps) based on their local datasetD𝑚 , and
upload the local model updates to the central server which aggre-
gates the collected local information and updates the joint model
via a simple average operation. There are three distinct features.
For privacy consideration: 1) raw dataset D𝑚 for 𝑚 ∈ [𝑀] are
kept local and only intermediate local model updates are communi-
cated; For communication efficiency: 2) partial client participation
in Step 4 is used, where only a sub-sample S𝑡𝑐 of clients partici-
pate in round 𝑡𝑐 by either server sampling or client volunteering;
and 3) periodic communication is used, i.e. participating clients run
multiple local updates, rather than one, before submitting the local
updates to the server.

3.2 Differential Privacy
Definition of Differential Privacy. Differential Privacy (DP)
[11], as a formal mathematical framework providing rigorous pri-
vacy protection, has been extensively incorporated into a broad
range of data analysis tasks over the last decade, ranging from
simple statistical estimations to complicated machine learning al-
gorithms [1, 12, 14].

Definition 2 ((𝜖, 𝛿)-Differential Privacy [12]). A randomized
mechanism M : D → R with domain D and range R satis-
fies (𝜖, 𝛿)-differential privacy ((𝜖, 𝛿)-DP) if for any two neighboring
datasets 𝐷, 𝐷 ′ ∈ D that differ only by a single record, and for any
subsets of outputs 𝑆 ⊆ R, it holds that

Pr[M(𝐷) ∈ 𝑆] ≤ 𝑒𝜖 Pr[M(𝐷 ′) ∈ 𝑆] + 𝛿. (3)

It ensures that the output of a DP algorithm is indistinguish-
able regardless of the presence or absence of a record, even in the
worst-case scenario where the adversary has known all the records
except one. The parameter 𝜖 , which is also known as the privacy
budget, manifests the upper bound of the privacy loss. The smaller
𝜖 , the less the privacy loss. The other parameter 𝛿 ≥ 0 captures
the probability that the 𝜖-differential privacy (𝜖-DP) [11] is broken.
Given a specified 𝜖 , the small 𝛿 , the less the probability of privacy
leakage. And when 𝛿 = 0, (𝜖, 𝛿)-DP is also known as the pure 𝜖-DP.
Composability of Differential Privacy. An appealing feature
of DP is that it allows a complex DP algorithm to be built from
much simpler building blocks whose DP is easier to analyze, as
elaborated in the following two properties.
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Figure 2: Framework of projected federated averaging with
heterogeneous differential privacy (Algorithm 2).

PRopeRty 1 (Seential Composition[10]). Let the ran-
domized mechanism M𝑖 : D → R each satisfies (𝜖𝑖 , 𝛿𝑖 )-DP. The
sequence of {M𝑖 }𝑖∈[𝑀 ] satisfy (

∑
𝑖 𝜖𝑖 ,

∑
𝑖 𝛿𝑖 )-DP.

PRopeRty 2 (PaRallel Composition[44]). Let the random-
ized mechanismM𝑖 : D𝑖 → R each satisfies (𝜖𝑖 , 𝛿𝑖 )-DP, where the
sequence of {D𝑖 }𝑖∈[𝑀 ] are disjoint subsets of domain D. Any func-
tions 𝑔 on the sequence of {M𝑖 }𝑖∈[𝑀 ] , i.e., 𝑔(M1,M2, . . . ) satisfy
(max𝑖 𝜖𝑖 ,max𝑖 𝛿𝑖 )-DP.

Both of the above two properties are important and practical to
analyze the cumulative privacy loss incurred by composing multi-
ple DP mechanisms.

DP Stochastic Gradient Descent. A major milestone on DP ma-
chine learning is theDP stochastic gradient descent (DPSGD) [1] al-
gorithm, which becomes a fundamental building block for training
deep learning models with DP. DPSGD adds noise on the clipped
gradients during each training iteration to ensure that each gradi-
ent descent is differentially private, and thus the final model also
satisfies differential privacy due to the composition properties.

Moments Accountant. Prior work [1] points out the naive se-
quential composition and their extensions (e.g., the strong compo-
sition theorem[13]) cannot estimate the privacy loss accumulation
for the iterative SGD training process tightly. To solve this prob-
lem, the moments accountant (MA) technique is proposed, which
keeps track of the log moments of the privacy loss variable under
the Poisson subsampling, and can be seen as a tighter variant of
sequential composition. For completeness, we introduce MA defi-
nition and properties in Supplement. In this work, we will apply
the moments accountant technique to trace the privacy loss dur-
ing each client’s local training process and terminate before the
loss exceeds the target privacy budget.

831



Algorithm 1: Weighted Averaging with Heterogeneous
Differential Privacy (WeiAvg)
input :clients’ privacy preferences {(𝜖𝑚 , 𝛿𝑚 ) }𝑚∈[𝑀 ] , total rounds𝑇
output :global model x𝑇

1 x0 ← (Initialize randomly)
2 for 𝑡′ = 0 to ⌊𝑇−1𝜏 ⌋ do
3 𝑡𝑐 ← 𝑡′𝜏
4 S𝑡𝑐 ← (random subset of 𝐾 clients)
5 foreach client C𝑚 ∈ S𝑡𝑐 do in parallel
6 Δx𝑚𝑡𝑐 ← LocalDPSGD(x𝑡𝑐 )
7 Δx̄𝑡𝑐 ←

∑
𝑚∈[𝐾 ]WS𝑡𝑐 (𝜖𝑚 ) · Δx

𝑚
𝑡𝑐

8 x𝑡𝑐 +𝜏 ← x𝑡𝑐 − Δx̄𝑡𝑐
9 return x𝑇

Algorithm 2: Projected Federated Averaging with Hetero-
geneous Differential Privacy (PFA)
input :Clients’ privacy preferences {(𝜖𝑚 , 𝛿𝑚 ) }𝑚∈[𝑀 ] , total rounds𝑇
output :global model x𝑇

1 x0 ← (Initialize randomly)
2 for 𝑡′ = 0 to ⌊𝑇−1𝜏 ⌋ do
3 𝑡𝑐 ← 𝑡′𝜏
4 S𝑡𝑐 ← (random subset of 𝐾 clients)

5 S (𝑝𝑢𝑏)𝑡𝑐
, S (𝑝𝑟𝑖 )𝑡𝑐

←(Partition S𝑡𝑐 into two groups according to clients’ privacy
requirements)

6 foreach client C𝑚 ∈ S𝑡𝑐 do in parallel
7 Δx𝑚𝑡𝑐 ← LocalDPSGD(x𝑡𝑐 )

8 Δx̄𝑡𝑐 ← ProjectedFedAvg( {Δx𝑚𝑡𝑐 }𝑚∈[𝐾 ] , S
(𝑝𝑢𝑏)
𝑡𝑐

, S (𝑝𝑟𝑖 )𝑡𝑐
)

9 x𝑡𝑐 +𝜏 ← x𝑡 − Δx̄𝑡𝑐
10 return x𝑇

4 PROPOSED METHODS
In this section, we first formalize the federated learning with
heterogeneous DP problem (Subsection 4.1) and describe the
overall framework with local privacy mechanisms (Subsection
4.2). Then, we identify the key challenge: How to pinpoint the
key indicative information from the “public clients” that helps im-
prove the overall utility of the global model without biasing it?
To answer the question, we propose three attempts, which are
main technical contributions of the paper:

(1) WeiAvg (Subsection 4.3): A natural yet naive idea is to assign
larger weight for the “public” clients while curtailing the weight
for the “private” clients with hope that the less perturbed “public”
updates will improve the utility of the global model; a potential
limitation of this approach is that the influence from the “public”
clients may dominate the “private” ones and bias the global model;

(2) PFA (Subsection 4.4): A more effective way to “reweight” the
two types of clients is to make use of the leading singular space of
“public” updates and project “private” updates onto it, which dis-
cards the useless information incurred by heavy private perturba-
tion of the “private” updates while still keeping the most essential
information lied along the top singular space;

(3) PFA+ (Subsection 4.5): By following the observation that the
top singular space evolves slowly between two consecutive rounds,
we further propose to use delayed projection to aggressively re-
duce the uplink communication cost for the “private” clients with-
out sacrificing utility.

Algorithm 3: Projected Federated Averaging
input :Noisy model updates {Δx𝑚 }𝑚∈[𝐾 ] , “public” clients S (𝑝𝑢𝑏) , “private” clients

S (𝑝𝑟𝑖 )
output : the aggregated model updates Δx̄

1 Function ProjectedFedAvg({Δx𝑚 }𝑚∈[𝐾 ] , S (𝑝𝑢𝑏) , S (𝑝𝑟𝑖 ) ):
2 Δx̄𝑝𝑢𝑏 ← ∑

𝑚∈S(𝑝𝑢𝑏) WS(𝑝𝑢𝑏) (𝜖𝑚 ) · Δx
𝑚

3 Σ← Δx̄(𝑝𝑢𝑏) · (Δx̄(𝑝𝑢𝑏) )⊤
4 V𝑘 ← (Compute the top-𝑘 eigenvectors of Σ)

// Project the “private” updates
5 Δx̄(𝑝𝑟𝑖 ) ← ∑

𝑚∈S(𝑝𝑟𝑖 ) WS(𝑝𝑟𝑖 ) (𝜖𝑚 ) · Δx
𝑚

6 Δx̂(𝑝𝑟𝑖 ) ← V𝑘V
⊤
𝑘
Δx̄(𝑝𝑟𝑖 )

// Projected federated averaging
7 S ← S (𝑝𝑢𝑏) + S (𝑝𝑟𝑖 )

8 Δx̄←
∑
𝑚∈S(𝑝𝑢𝑏) 𝜖𝑚∑
𝑚∈S 𝜖𝑚

· Δx̄(𝑝𝑢𝑏) +
∑
𝑚∈S(𝑝𝑟𝑖 ) 𝜖𝑚∑
𝑚∈S 𝜖𝑚

· Δx̂(𝑝𝑟𝑖 )

9 return Δx̄

4.1 Federated Learning with Heterogeneous
Differential Privacy

We first formalize heterogeneous DP for federated learning.

Definition 3 (Heterogeneous Differential Privacy in Fed-
erated Learning (FL-HDP)). Let the set of clients be C =
{𝐶1, . . . ,𝐶𝑀 }, where each client𝐶𝑚 ∈ C holds a local dataset D𝑚 .
The federated learning satisfies {(𝜖𝑚, 𝛿𝑚)}𝑚∈[𝑀 ] -heterogeneous
differential privacy, if each client satisfies (𝜖𝑚, 𝛿𝑚)-differential pri-
vacy with respect to its local dataset.

Remark 1. In the cross-silo FL setting where each client has
multiple users’ data samples, the definition ensures user-level (or
sample-level) DP for all the local datasets at each client while al-
lowing client-level privacy customization. Each client can set 𝜖𝑚
based on its privacy policy or even allow their users to specify their
own privacy preferences, i.e., user-level personalized DP. In the lat-
ter case, each client can use the minimum value over all the users
as its privacy preference 𝜖𝑚 . While we focus on client-level het-
erogeneity, an interesting future research is to develop algorithms
that achieve personalized DP for different users at each client with
enhanced utility. We also assume the privacy preference of each
client is public to the central server.

Anaive approach:minimummechanism.Theminimummech-
anism can be also applicable for the FL, i.e. using the minimum of
𝜖𝑚 of all clients, and then leveraging existing DP federated learn-
ing methods designed for uniform differential privacy. However,
this approach would obviously lead to a large amount of under-
utilized privacy budgets and suboptimal utility, especially when
there is a great diversity of privacy preferences among all clients.
Hence, amore reasonable idea is to ensure the accumulated privacy
loss of each client is bounded by the client-specific privacy budget
𝜖𝑚 , and develop new DP federated learning methods dedicated to
the heterogeneous DP.

Overall Framework. An illustration of our overall proposed
framework is provided in Figure 2. The basic idea is that the server
partitions the clients into “public” and “private” clients according
to their privacy budgets. We denote the total number of SGD it-
erations by 𝑇 . At each communication round 𝑡𝑐 , the server ran-
domly samples a subset of 𝐾 (𝐾 ≤ 𝑀) clients S𝑡𝑐 and broadcasts
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the current global model x𝑡𝑐 to all the participants. Each partici-
pating client C𝑚 ∈ S𝑡𝑐 runs 𝜏 local SGD steps independently with
DP and then uploads noisy model updates to the server. The server
then aggregates the noisy model updates to form the global model
based on our proposed algorithms tailored to the heterogeneous
DP including WeiAvg, PFA and PFA+ (the figure illustrate the PFA
algorithm for the aggregation component).

Remark 2. Considering the diversity of individuals and organiza-
tions’ privacy preferences, it is realistic to expect a small fraction
of the clients may choose a larger privacy budget (i.e., a weaker
privacy protection), especially when there are incentives such as
in exchange for financial compensation or a more effective model.
For simplicity, we consider each client’s privacy budget as a ran-
dom variable that follows an unknown distribution. (e.g., Gauss-
ian mixture distribution, Pareto distribution, etc). For separating
the “public” and “private” clients, clustering analysis (e.g., Gauss-
ian mixture model) can be used to group the clients into two clus-
ters. We can also choose the top-𝐾 clients in terms of the privacy
budgets as the “public” clients, especially if the potential distribu-
tion is relatively uniform, which means the borders between the
two types of clients are fuzzy, where the value of 𝐾 tends to be
small and depends on the applications.

4.2 Differentially Private Local Update
In this part, we present the client side DP mechanism and analy-
sis, which are common components shared by all three algorithms.
To ensure DP for the model updates for each client, we adapt the
standard DPSGD algorithm [1] to federated setting and apply the
moment accountant (MA) [1] for keeping track of the accumulated
privacy loss at each client over the course of training.

Local DPSGD. For participating clients in each round, they per-
form a number of local SGD steps before uploading the model
updates to the server. It is fairly straightforward to integrate
the DPSGD algorithm into the local update procedure with well-
designed Gaussian noise added on the gradients in each iteration
in order to achieve user-level DP on the model updates to be up-
loaded to the server.

Budget Accountants.An important task for achieving FL-HDP is
to keep track of the usage of privacy budget for each of the clients
along the course of training. Once the privacy budget runs out,
clients can opt out from the remaining training. In our work, we
leverage the moment accountant technique and introduce a moni-
toring module, called the budget accountant, which is in charge of
privacy budget accounting: (1) Pre-check at the beginning of the
communication round if a client has sufficient privacy budget to
participate in the current round; (2) Compute and update the accu-
mulated privacy loss of a client after the current communication
round is over.

Privacy budget per round. Based on the above modules, there
are two feasible strategies for determining the privacy budget to
use for each round.

(1) Uniform budgets: we enforce the same privacy budget for
all the clients for each round, i.e. the additive Gaussian noises of
all clients are drawn from an identical distribution. In this case,
those clients with a smaller privacy budget will spend their privacy

budgets relatively quickly and terminate the training earlier, while
the others will continue participating in the following training un-
til there are no sufficient clients left for the next communication
round.

(2) Heterogeneous budgets: we use privacy budget for each client
in each round proportional to their overall privacy budget 𝜖𝑚 , i.e.
the additive Gaussian noises of the clients are drawn from different
distributions determined by their privacy budget. For each of the
clients, since its total privacy budget should be allocated to multi-
ple local SGD steps, a small privacy budget will result in a large
noise per iteration, and vice versa. In this case, all clients’ privacy
budgets will run out roughly at the same time.

For both of these strategies, aggregating the noisy local updates
in a straightforward way (i.e., federated averaging [32]) to form
a global model would inevitably lead to a biased estimator of the
model updates and suboptimal model utility. For the former, the
error is induced by catastrophic forgetting [20], that is, the knowl-
edge from clientswho stay until the end could overwrite the knowl-
edge from clients who terminate early. For the latter, the error is
induced by the additive Gaussian mixture noise if a simple average
function is applied for model aggregation. In this paper, we focus
on the second strategy (as shown in Alg. 7 in the supplement) and
propose effective aggregation methods for error correction in Sub-
section 4.3 and 4.4.

4.3 WeiAvg: Weighted Averaging
To solve inherent error accumulation induced by the additive
Gaussian mixture noise and make a better trade-off between pri-
vacy with heterogeneous privacy budgets and model utility, we
first propose an intuitiveWeightedAveraging (WeiAvg) approach
which allows each of the clients to contribute proportionately to
their privacy budgets to the aggregated model. Technically, we de-
fine the weight functionW : R→ Rw.r.t clients’ privacy budgets
𝜖𝑚 as follows:

WS (𝜖𝑚) =
𝜖𝑚∑

𝑚∈S 𝜖𝑚
, (4)

where S denotes a subset of sampled clients. Thus, the updates
with a greater magnitude of noise will get a smaller weight, allevi-
ating their negative impact on the utility of the aggregated model.

Our experimental results in Section 5 show that in most cases,
the weighted averaging achieves obvious improvement compared
with the federated averaging. However, such a straightforward am-
plification of the influence from the “public” clients’ updates has
a risk of dominating the “private” clients and biasing the global
model, which will be illustrated in the experiments. Although sub-
optimal, WeiAvg provides us two important insights motivating us
to design a better aggregation strategy for the FL-HDP problem:

(1) On the one hand, the superiority of WeiAvg over vanilla Fe-
dAvg indicates that making better use of more “public” clients up-
date indeed help improve the utility of the global model.

(2) On the other hand, it is crucial to extract the right piece of
information from “public” clients in order to avoid “public” clients
dominating the “private” clients.
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4.4 PFA: Projected Federated Averaging
In this section, we propose an advanced approach called Projected
Federated Averaging with heterogeneous DP (PFA) in order to
make the most of every noisy local updates and obtain an opti-
mal noise-reduced aggregatedmodel under heterogeneous privacy
budgets conditions.The key idea is to extract the top singular space
from the “public” clients’ updates and project the “private” clients’
updates onto the extracted low-rank space. PFA has two advan-
tages over directly amplifying the influence of “public” clients’ up-
dates via WeiAvg:

(1)WeiAvg does notmitigate the noisy information contained in
“public” clients’ updates (recall that “public” clients still introduce
DP noise, although smaller than “private” clients), while PFA filters
out the noisy information in the bottom singular space and keeps
only the useful information possessed by the top singular space.

(2) WeiAvg curtails the overall information including both use-
ful and noisy components from “private” clients’ updates, while
PFA keeps the useful components by projection based on the ob-
servation that the useful component tends to lie on the common
low-rank subspace shared by both “private” and “public” clients.
Projected Federated Averaging. Alg. 2 shows the overall PFA
algorithm with client-server interactions and Alg. 3 shows the
server-side projection-based averaging in detail (the procedure in
line 7 of Alg. 2). PFA involves the following four critical steps on
the server side:

(1) Client division: After the client sampling procedure at round
𝑡𝑐 ∈ [𝑇 ], the server divides the participating clients S𝑡𝑐 into two
groups – the private clients S (𝑝𝑟𝑖)𝑡𝑐

with a small DP parameter
𝜖𝑚 (i.e., a relatively greater magnitude of noise) and the “public”
clients S (𝑝𝑢𝑏)𝑡𝑐

with a relatively larger 𝜖𝑚 (i.e., a less magnitude
of noise). This can be achieved by clustering algorithms such as
𝑘-means or Gaussian mixture models. Moreover, we refer to their
respectivemodel updates as “private” updates and “public” updates
for simplicity (Line 4 in Alg. 2).

(2) Subspace identification: Once the server receives the local up-
dates from participating clients, it uses a singular value decompo-
sition (SVD)-based parallel projection method like [46] to identify
the most useful subspace for aggregating the updates. The primary
idea is that we obtain the approximated gradient subspace from the
less noisy information of “public” clients compared to the “private”
clients. More specifically, given the “public” updates Δx𝑚𝑡𝑐 ∈ R

𝑝

where C𝑚 ∈ S (𝑝𝑢𝑏)𝑡𝑐
and the project dimension 𝑘 < 𝑝 , server com-

putes the top-𝑘 eigenvectors V𝑘 ∈ R𝑝×𝑘 of the second moment
matrix of the average “public” updates Δx𝑚𝑡𝑐 (Line 2-3 in Alg. 3). Al-
ternatively, we can also find projection matrices through random
projection methods such as Johnson-Lindenstrauss transform and
Gaussian transform [5]. However, our empirical results in Sec. 5
verify that this approach could lead to a biased estimator of the
model updates and a dramatic decrease of model utility compared
to the proposed approach.

(3) “Private” updates projection: Depending on the calculated
projection matrices, the server projects and reconstructs the “pri-
vate” updates Δx(𝑝𝑟𝑖)𝑡𝑐

via the projectionV𝑘V⊤𝑘 . In practice, instead
of applying the parallel projection to each of “private” updates
and then computing the average later, we apply it directly to the

weighted mean of the “private” updates from all “private” clients
for computation efficiency, i.e.,V𝑘V⊤𝑘 Δx̄

(𝑝𝑟𝑖)
𝑡𝑐

, which is equivalent
to the canonical form since the projection onto a subspace is a lin-
ear transformation (Line 4-5 in Alg. 3).

(4) Projected federated averaging: Finally, the server aggregates
the original “public” updates and the projected “private” updates
viaweighted average to form the globalmodel. Following the trans-
formations in the previous steps, here we actually compute the av-
erage by using their weighted mean value Δx̄

(𝑝𝑢𝑏)
𝑡𝑐

and Δx̂
(𝑝𝑟𝑖)
𝑡𝑐

(Line 6 in Alg. 3).

Remark 3. A good rule of thumb of choosing the projection di-
mension 𝑘 is to satisfy the common heuristic that the top-𝑘 singu-
lar values are at least 𝑐 times as big as the sum of the other singu-
lar values, where 𝑐 is a domain-dependent constant. Strikingly, our
experiments show that it suffices to set 𝑘 = 1 (i.e., preserve only
the largest singular value space) to gain large utility boost, which
in addition allows both efficient SVD computation by iterative al-
gorithms like Lanczos method or Power method and aggressive
uplink communication compression to be introduced by PFA+.

Privacy Analysis. We now state the heterogeneous DP guaran-
tees of our PFA approach in federated learning.

TheoRem 1 (DiffeRential PRivacy GuaRantee of local
DPSGD). For each client C𝑚 ∈ C, given the sampling probability
𝑞 = 𝐵/𝑁𝑚 and the total number of local SGD steps𝑇 ∗ = 𝐾𝑇

𝑀 , for any
𝜖 < 𝑐1𝑞

2𝑇 ∗, the local update satisfies (𝜖𝑚, 𝛿𝑚)-differential privacy
for any 𝛿𝑚 > 0 if the noise scale

𝜎𝑚 ≥ 𝑐2
𝑞
√
𝑇 ∗ log (1/𝛿)

𝜖
(5)

where both 𝑐1 and 𝑐2 are constants,𝑀 and 𝐾 are the number of total
clients and sampled clients at each round respectively, 𝑁𝑚 is the size
of local dataset of client C𝑚 ∈ C, and 𝐵 is the size of a random batch
in local SGD iterations.

PRoof. The proof follows the DP proof of DPSGD [1]. □

TheoRem 2 (HeteRogeneous DiffeRential PRivacy
GuaRantee of PFA). The PFA algorithm in Alg. 2 satisfies
{(𝜖𝑚, 𝛿𝑚)}𝑚∈[𝑀 ] -FL-HDP and (max𝑚 𝜖𝑚,max𝑚 𝛿𝑚)-DP.

PRoof. In PFA, where the sequence of clients’ local datasets
{D𝑚}𝑚∈[𝑀 ] are disjoint subsets drawn from domain D and each
client C𝑚 ∈ C runs a maximum number of 𝑇 ∗ = 𝐾𝑇

𝑀 steps
of DPSGD algorithm M𝑚 : D𝑚 → R𝑝 that satisfies (𝜖𝑚, 𝛿𝑚)-
DP locally and independently, Alg. 2 satisfies {(𝜖𝑚, 𝛿𝑚)}𝑚∈[𝑀 ] -
heterogeneous DP in federated learning setting.

Moreover, according to the parallel composability of DP as
shown in Property 2 and the fact that the PFA algorithm consists of
a series of linear operators on the sequence of {M𝑚}𝑚∈[𝑀 ] , PFA
also satisfies (𝑚𝑎𝑥𝑚𝜖𝑚,max𝑚 𝛿𝑚)-DP. □

Remark 4. We emphasize that in this paper, we do not fo-
cus on the task of DP analysis. Thus we follow the widely ac-
cepted DPSGD algorithm and moments accountant which en-
able a direct comparison with the existing works utilizing the
same techniques[38]. Using more advanced DP analysis for a
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Algorithm 4: Communication-efficient Projected Feder-
ated Averaging with Heterogeneous Differential Privacy
(PFA+)
input :Clients’ privacy preferences {(𝜖𝑚 , 𝛿𝑚 ) }𝑚∈[𝑀 ] , total rounds𝑇
output :global model x𝑇

1 x0 ← (Initialize randomly)
2 for 𝑡′ = 0 to ⌊𝑇−1𝜏 ⌋ do
3 𝑡𝑐 ← 𝑡′𝜏
4 S𝑡𝑐 ← (random subset of 𝐾 clients)

5 S (𝑝𝑢𝑏)𝑡𝑐
, S (𝑝𝑟𝑖 )𝑡𝑐

←(Partition S𝑡𝑐 into two groups according to clients’ privacy
requirements)

6 foreach client C𝑚 ∈ S𝑡𝑐 do in parallel
7 Δx̃𝑚𝑡 ← LocalDPSGD(x𝑡𝑐 )
8 if warmup round or “public” client then

// Full dimensional noisy model updates
9 return Δx̃𝑚𝑡

10 else
// Projected noisy model updates

11 Δx̂𝑚𝑡𝑐 ← V𝑘 [𝑡′ − 1]⊤Δx̃𝑚𝑡𝑐
12 return Δx̂𝑚𝑡𝑐

13 Δx̄𝑡𝑐 ,V𝑘 [𝑡′ ] ←
ProjectedFedAvgPro( {Δx𝑚𝑡𝑐 }𝑚∈[𝐾 ] , S

(𝑝𝑢𝑏)
𝑡𝑐

, S (𝑝𝑟𝑖 )𝑡𝑐
,V𝑘 [𝑡′ − 1])

14 x𝑡𝑐 +𝜏 ← x𝑡𝑐 − Δx̄𝑡𝑐
15 return x𝑇

tighter privacy amplification result[39] as well as tighter privacy
composition[7] is also recommended.

Convergence Analysis. The convergence analysis of PFA is pre-
sented in Theorem 3. The proof is in Appendix A.

TheoRem 3. Under Assumptions 1-3, for non-convex 𝐿-Lipschitz
smooth objective function, the convergence result of PFA is

1

𝑇

𝑇∑
𝑡=1

E
[
∥Ṽ𝑡𝑐 Ṽ⊤𝑡𝑐∇L(x̄𝑡 )∥

2
2

]
≤

2

𝜂𝑇
(L(x̄0) − L∗) +

𝜂2𝐿2 (𝜏 + 1) (𝐾 + 2)
𝐾

(𝜅
2

𝐵
+ 𝜎) + 𝐿𝜂𝜅

2

𝐾𝐵
,

(6)

which is under the choice of 𝜂 satisfies

− 𝜂
2
+ 𝜆𝜂

3𝐿2 [2𝐶1 + 𝜏 (𝜏 + 1)] (𝐾 + 2)
2𝐾

+ 𝜆𝜂
2𝐿[𝐶1 + 𝐾]
𝐾2

≤ 0. (7)

Remark 5. Theorem 3 shows that the convergence of PFA in
terms of the projected gradient norm has the same convergence
rate as the non-private FedAvg under the same set of assumptions.
Thus, our algorithm is able to deliver the desired heterogeneous dif-
ferential privacy without affecting the overall convergence speed.

4.5 PFA+: A Communication-efficient Variant
As we have mentioned before, communication overhead is a pri-
mary bottleneck for federated learning. PFA has not made any
progress in this challenge since the size of model updates commu-
nicated between clients and server has not changed. In this section,
we introduce an improved variant, named PFA+which reduces the
size of the communicated local model updates in order to greatly
reduce the uplink communication cost. Considering the asymme-
try of the uplink and downlink bandwidth on the clients’ side, it
is especially important to reduce the uplink bandwidth for a more
significant practical impact in terms of total runtime. In section 5,
our empirical studies suggest that compared with other baselines,
PFA+ has offered a significant 99% reduction for “private” clients

Algorithm 5:Asynchronous Projection Federated Averag-
ing
input :noisy model updates {Δx𝑚 }C𝑚∈S , “public” clients S

(𝑝𝑢𝑏) , “private” clients
S (𝑝𝑟𝑖 )

output : the aggregated model updates Δx̄
1 Function ProjectedFedAvgPro({Δx𝑚 }C𝑚∈S , S (𝑝𝑢𝑏) , S (𝑝𝑟𝑖 ) , V(𝑝𝑟𝑒 )

𝑘
):

// Reconstruct the projected privacy updates using the
previous projection matrix

2 Δx̄(𝑝𝑟𝑖 ) ← ∑
𝑚∈S(𝑝𝑟𝑖 ) WS(𝑝𝑟𝑖 ) (𝜖𝑚 ) · Δx

𝑚

3 Δx̂(𝑝𝑟𝑖 ) ← V
(𝑝𝑟𝑒 )
𝑘

Δx̄(𝑝𝑟𝑖 )

4 S ← S (𝑝𝑢𝑏) + S (𝑝𝑟𝑖 )

5 Δx̄←
∑
𝑚∈S(𝑝𝑢𝑏) 𝜖𝑚∑
𝑚∈S 𝜖𝑚

· Δx̄(𝑝𝑢𝑏) +
∑
𝑚∈S(𝑝𝑟𝑖 ) 𝜖𝑚∑
𝑚∈S 𝜖𝑚

· Δx̂(𝑝𝑟𝑖 )

// Compute the current projection matrix
6 Δx̄(𝑝𝑢𝑏) ← ∑

𝑚∈S(𝑝𝑢𝑏) WS(𝑝𝑢𝑏) (𝜖𝑚 ) · Δx
𝑚

7 Σ← Δx̄(𝑝𝑢𝑏) · (Δx̄(𝑝𝑢𝑏) )⊤
8 V𝑘 ← (Compute the top-𝑘 eigenvectors of Σ)
9 return Δx̄,V𝑘

in terms of the megabytes that communicated from clients to the
server, while the test accuracy remains the same level as PFA.

The main idea of PFA+ is to communicate the dimension-
reduced model updates, i.e. projected updates on the subspace,
from clients to the server. More specifically, upon the PFA’s archi-
tecture in Alg. 2, PFA+ makes the following algorithmic changes
on the clients’ side and server side respectively:

(1) Local update with projection. On the clients’ side, instead of
uploading the model updates Δx𝑚𝑡𝑐 , each “private” client C𝑚 ∈
S (𝑝𝑟𝑖)𝑡𝑐

first projects the computed model updates onto the top-𝑘
subspace (obtained from the server based on the “public” clients’
update from previous round), then upload the projected updates
V𝑘 ∈ R𝑝×𝑘 to the server. As for the “public” clients, they still up-
load the full-dimensional model updates. (Line 7-11 in Alg. 4).

(2) Projected federated averaging with delayed subspace. On the
server side, similarly with PFA, all full-dimensional “public” up-
dates are used to calculate top-𝑘 subspace as shown in Alg. 5. In-
stead of projecting the “private” updates onto the calculated sub-
space, the server reconstructs the projected “private” updates back
to the original shapes via the same projection matrices from previ-
ous round, then merges them with the public updates via average.

We note the slight discrepancy or asynchronization: the sub-
space computed from the public updates in the previous round is
used to project the “private” updates in the current round, and the
current subspace is used for the next round. In PFA+, we apply
the projected federated averaging in a delayed manner , consid-
ering that the top singular space usually evolves slowly between
two consecutive rounds. For the first round, which we call it the
warmup round, we follow the same procedure as in PFA, i.e., all
clients upload the original model updates and the server aggre-
gates them to compute the first top-𝑘 subspace. This first subspace
will be applied in the second round. We verified empirically that
this small asynchronization of the projection subspace has mini-
mal impact on the final model utility while allowing significant
communication reduction. Alg. 5 shows the complete details.

PrivacyAnalysis.Theorem 4 gives the heterogeneous DP guaran-
tee of PFA+. Since the DP randomizers of PFA+ remains essentially
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unchanged compared with PFA, thus the proof is similar with The-
orem 2, and we omit it here for brevity.

TheoRem 4 (HeteRogeneous PRivacy GuaRantee of PFA+).
The PFA+ in Alg. 4 satisfies {(𝜖𝑚, 𝛿𝑚)}𝑚∈[𝑀 ] -FL-HDP and
(𝑚𝑎𝑥𝑚𝜖𝑚,max𝑚 𝛿𝑚)-DP.

Computation Cost Analysis. Theorem 5 gives the computation
cost per round of training for calculating the subspaces and pro-
jections on the server and clients side. Note that the analysis for
PFA is the same except that both subspaces and projections are
computed on the server side. The proof is in Appendix D.2.

TheoRem 5. Let 𝑝 denote the dimension of the parameter space
and 𝑚 be the number of “public” clients participating in a training
round, the total complexity of computing the top-𝑘 subspaces for cen-
tral server is O(𝑘𝑚𝑝), and the complexity of computing the projec-
tions for each client is O(𝑘).

Communication Cost Analysis. We consider the uplink band-
width as the total number of uploaded bits in the course of the
training process. Without loss of generality, we assume the ma-
chine learning model with total number of parameters 𝑝 is 𝑝𝐹 bits,
where 𝐹 is typically 32 bits. For PFA+, the original parameters in
a given layer of the model will be compressed to a 𝑘-dimensional
(𝑘 ≪ 𝑝) vector. For any model, e.g., a 2-layer logistic regression
model, each “private” client only requires uplink bandwidth with
2𝑘𝐹 bits in each round. If 𝑘 = 1, this value will be aggressively
reduced to merely 2𝐹 bits. For complex deep learning models with
hundreds and thousands of parameters, PFA+ would offer a con-
siderable communication reduction.

5 EVALUATION
In this section, we perform a comprehensive evaluation with a se-
ries of experiments to demonstrate thatWeiAvg, PFA and PFA+ can
attain a higher test accuracy compared to the common federated
averaging algorithmswhich do not take the heterogeneous privacy
preferences into account, and are significantly better than Mini-
mum baseline which achieves the most strict level of privacy.

5.1 Experiment Setup
Datasets and Models. We evaluate our methods on two open
benchmark datasets: MNIST[24], Fashion-MNIST (fMNIST) [42],
CIFAR10 [23] and IMDbmovie review [31].More details of datasets
and the models we used are presented in Table 6 in Appendix B.
Baselines and Methods. We compare the three algorithms we
proposed with four baselines as follows.
• WeiAvg: weighted average algorithm in Algorithm 1.
• PFA: PFA method in Algorithm 2.
• PFA+: communication-efficient variant of PFA in Algorithm 4.
• FedAvg: FedAvg [32] algorithm with heterogeneous DP.
• Minimum: FedAvg with uniform (min𝑚 𝜖𝑚,min𝑚 𝛿𝑚)-DP.
• Maximum: FedAvg with uniform (max𝑚 𝜖𝑚,max𝑚 𝛿𝑚)-DP 1.
• NP-FedAvg: the non-private FedAvg algorithm.

Privacy preferences. For explicitly simulating the potential dis-
1We introduce this additional baseline as an “upper bound” of the performance consid-
ering the extreme case where all clients uses the identical maximum privacy budget.

Table 1: Distribution of privacy preferences

Distribution Parameters Setting
Uniform Uniform distribution𝑈 (1.0, 10.0)
Gauss Gaussian distribution N(3.0, 1.0)
Pareto Pareto distribution

MixGauss1 Mixture of N1 (0.1, 0.01) and N2 (10.0, 0.1) with
mixture weights 0.9 and 0.1

MixGauss2 Mixture of N1 (0.5, 0.01) and N2 (10.0, 0.1) with
mixture weights 0.9 and 0.1

MixGauss3 Mixture of N1 (1.0, 0.1) and N2 (10.0, 0.1) with
mixture weights 0.9 and 0.1

MixGauss4 Mixture of N1 (0.1, 0.01) , N2 (1.0, 0.1) and
N3 (10.0, 1.0) with mixture weights 0.5, 0.4 and 0.1

tribution of clients’ privacy preferences and compare the methods
with those different settings, we consider 4 different types of ran-
dom distributions as shown in Tab. 1, i.e., Uniform, Pareto, Gauss-
ian and multimodal distribution (a mixture of two or three differ-
ent Gaussian distributions). Fig. 9 in Appendix B gives examples
of clients’ privacy preferences for 𝑀 being 20, 30, 40 and 50, re-
spectively. For example, considering a scenario where the privacy
preferences of 20 clients are drawn from a MixGauss1 distribution,
there would exist about 2 “public” clients with privacy budgets
around 10.0, and the others with privacy budgets around 0.1 would
be treated as “private” clients.

Implementations.We run experiments on a machine with an In-
tel Core i7-8700K and one NVIDIA GeForce GTX 1080 Ti running
Ubuntuwith 64GBmemory. To simulate the cross-silo FL setting in
the cases of IID and non-IID data distribution across the clients re-
spectively, we follow the partitioning strategies in [32]. For exam-
ple, the training examples of MNIST/fMNIST are partitioned into
𝑀 = 20, 30, 40 and 50 subsets, each client holds the same size of
1200 training examples. For IID case, each client’s local dataset
consists of examples from all classes; for non-IID case, each client
has an imbalanced dataset with non-uniform distribution of class
labels. Table 3 and 4 in Appendix B show the examples of IID and
non-IID partition of MNIST for𝑀 = 20 respectively.

We sequentially run the local training procedures, thus we do
not explore hyper-parameters as thoroughly since these experi-
ments require significant computational resources. All of our ex-
periments explore a variety of constant learning rates (e.g., [0.1,
0.05, 0.01, 0.025, 0.005, 0.001]) and a variety of projection dimen-
sions 𝑘 (e.g., [1, 2, 5, 10, 64, 128, 256]) for the best results. Unless
otherwise stated, we fix the random client sampling ratio 𝐾

𝑀 = 0.8
per round and up to𝑇 = 100 communication rounds in the course
of the learning process. For local update procedures, we usually
set the number of local iterations 𝜏 = 100 and the random batch
size 𝐵 = 8. Since the model training is a randomized procedure, we
repeat all the experiments 5 times and report the mean accuracy.

For the evaluation metrics, we use test accuracy on the test ex-
amples to measure the model utility, and the number of transferred
megabytes between clients and server along the training process
to compare the uplink bandwidth cost.
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(a) MNIST-LogR-IID-MixGauss1

(b) fMNIST-LogR-IID-MixGauss1

(c) MNIST-CNN-IID-MixGauss1

(d) fMNIST-CNN-IID-MixGauss1

Figure 3: Test accuracy versus communication rounds evaluated on MNIST and Fashion-MNIST (fMNIST) in IID data setting
with privacy preferences distribution of MixGauss1.

5.2 Evaluation Results on IID Data
5.2.1 The Effect of Privacy Specification. In this section, we focus
on two candidate privacy preference settings (i.e., MixGauss1 and
MixGauss3), both of which have the same level of maximal privacy

preference 10.0, while the minimal privacy preferences are around
0.1 and 1.0, respectively. In Fig. 3, we show the experimental results
evaluated on MNIST and fMNIST in IID setting with the distribu-
tion of MixGauss1, while relegating the results of other settings to
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Figure 4: Effect of privacy specification: test accuracy on the
MNIST-CNN experiments in IID data setting.

Appendix B due to space limitation. In Fig. 4, we further present
the results with other distributions of privacy budget as listed in
Table 1, which compare all algorithms under a wider selection of
privacy specifications that manifest various scattering degree of
the privacy budgets between “public” and “private” clients.

From Fig. 3, compared with WeiAvg, both PFA and PFA+ at-
tain more distinct utility advantages over the FedAvg with HDP
algorithm and the Minimal mechanism for both logistic regression
and CNN model. Although all private algorithms have worse accu-
racy than non-private baselines, a reasonable level of model utility
remains for projection-based methods, while FedAvg with DP be-
comes ineffective and unusable, e.g., the test accuracy of FedAvg
fluctuates around 0.1 in Fig. 3(c). As for the comparison between
PFA+ and PFA, we can observe from all plots that PFA+ attains a
model performance very close to PFA while achieving significant
communication reduction. This evaluation results will be further
discussed in Section 5.2.2. Fig. 10 in Appendix B gives the analo-
gous experiments with distribution of MixGauss3. The main dif-
ference is the utility gap between FedAvg/Minimum and our pro-
posed methods significantly shrinks. It makes sense since greater
privacy budgets lead to weaker perturbation, resulting in perfor-
mance improvement of baseline methods.

As a comparison, Fig. 4 further plots the impact of other distri-
butions listed in Table 1. We only present the experiment results
on MNIST-CNN-IID with 𝑀 = 30 in the paper, while deferring
other cases that show a similar trend due to space limitation. By de-
fault, all test accuracy values are averaged over the last 10 rounds
before the round limit is reached. We can observe a more clear
trend that, with increasing the scattering degree of the privacy bud-
gets between “public” and “private” clients, PFA and PFA+ always
outperform the FedAvg with HDP and Minimum mechanism, and
maintain reasonable test accuracy. For WeiAvg and FedAvg with
HDP methods, both of them are vulnerable to the scattering de-
gree and the minimal value of clients’ privacy preferences. When
the privacy budgets follow the Uniform or the Gaussian distribu-
tion, they could reach a model utility that is pretty similar to our
projection-based methods.

As for the evaluations on more complex datasets CIFAR10 and
IMDB from Fig. 5, we can also observe PFA and PFA+ outperforms
weighted averaging slightly, and all three of them get significantly
better performance compared with the basic FedAvg.

5.2.2 The Effect of Projection Methods. In this subsection, in order
to verify that the low-rank subspace extracted from “public” up-
dates indeed contains indicative information, we compare it with

(a) CIFAR10 (b) IMDb

Figure 5: Test accuracy versus communication rounds eval-
uated on CIFAR10 and IMDb in IID data setting for𝑀 = 50.

(a) Effect of projection dimensions (b) Effect of projection methods

Figure 6: Effect of projection dimensions and projection
methods: test accuracy versus communication rounds on the
MNIST-LogR experiments in IID data setting when𝑀 = 30.

random low-rank projection methods (e.g., via the Gaussian trans-
form) in terms of model accuracy with a variety of projection di-
mensions and fixed local update iterations. Then, we show the
unique superiority of PFA+ in reducing the communication cost
compared with the other baselines.
Random projection versus “public” updates-extracted pro-
jection. Fig. 6 shows the impact of projection dimensions for the
random projection and the “public” updates-extracted projection
respectively on the MNIST-LogR-MixGauss1 experiments in IID
data setting. In Fig. 6(a), we can see PFA+ reaches the optimal test
accuracy (around 80%) when the projection dimension 𝑘 = 1, and
the performance is quite close to the case when 𝑘 = 2. However, as
the dimension increases, it leads to a greater variance and poorer
test accuracy. This is a indicator of the fact that most stochastic
gradients in general stay in a low-dimensional subspace.

In contrast, the random projection method has the worst perfor-
mance when 𝑘 is far less than the original dimension 𝑝 . Moreover,
when the “private” clients have strict privacy preferences, either a
large dimension or a small dimension cannot reach an acceptable
model utility, as shown in Fig. 6(b). These strong experimental re-
sults underscore the effectiveness of the parallel projectionmethod
applied in our proposed frameworks.
Communication-reduction effects of PFA+. Fig. 7 plots the
communication-reduction effects of PFA+ in terms of the accumu-
lated number of megabytes that communicated from clients to the
server during the FL period when there are 5 “public” clients and
45 “private” clients participating in the training process.
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Figure 7: Effect of communication reduction: number of
megabytes on MNIST in IID data setting when𝑀 = 50.

For a logistic regression model with 2 layers (a fully connected
layer and a softmax layer) and projection dimension 𝑘 = 1, PFA+
only requires 2𝐹 bits (𝐹 = 32) for each “private” client at each
communication round, and requires a total number of 12MB up-
link bandwidth after 100 communication rounds, while the other
methods need around 113MB since all clients need to transfer the
full-dimensional model parameters. For a CNN model with a total
of 8 layers (see subsection 5.1 for detailed model description) and
the projection dimension 𝑘 = 1, PFA+ requires a total number of
40MB uplink bandwidth while the others need 377MB. Overall, for
both logistic regression and CNNmodels, PFA+ could offer a signif-
icant uplink bandwidth reduction by nearly 99% during the entire
training process w.r.t the “private” clients and 90% w.r.t all clients
with a negligible decrease in model utility, which indicates that the
communication-reduction effects of PFA+ depend on the number
of “private” clients participating in the training process. Note that
to design a more reasonable “private” client identification mecha-
nism and make a better trade-off between communication reduc-
tion and model utility is also part of our future work.

Computation overhead of PFA+. Tab. 5 in Appendix B summa-
rizes the empirical results of computation cost of PFA+ for both
the server and the clients in terms of the averaged runtime (s) per
round over the entire training process for computing the subspaces
and projecting the “private” updates, respectively. We can see the
overhead for clients are relatively low, and the complexity of the
model architecture will significantly affect the overhead for com-
puting the subspaces.

5.3 Evaluation Results on Non-IID Data
In Fig. 11 and Fig. 12 in Appendix B, we show full experiment re-
sults for both MNIST and fMNIST in Non-IID setting with privacy
preferences distribution MixGauss1 and MixGauss3. We simulated
a relatively weak but reasonable non-IID setting, where all train-
ing examples in the benchmark dataset are first sorted by labels,
divided into 10𝑀 shards of size 1200/10 = 120, and assigned to
each of𝑀 clients 10 shards like [32]. In this way, each client could
be assigned to a local dataset with a varying number of labels, and
each label has a varying number of examples. Only a very few ex-
ceptions could possess training examples with all labels. Compared
with the learning results of the three methods we proposed in the
case of IID setting, an obvious decrease in test accuracy can be ob-
served in all experiments. The gaps between the FedAvg and the
projection-based methods have also narrowed. Nonetheless, PFA
and PFA+ still outperform other methods in most cases.

(a) MNIST-LogR-NonIID-MixGauss1 (b) MNIST-LogR-NonIID-MixGauss3

(c) MNIST-CNN-NonIID-MixGauss1 (d) MNIST-CNN-NonIID-MixGauss3

Figure 8: Test accuracy versus communication rounds eval-
uated on MNIST in NonIID data setting when𝑀 = 30.

6 CONCLUSION
This paper focuses on the heterogeneous differentially private fed-
erated learning problem and studies how to optimize utility for the
joint model under the heterogeneous privacy restriction across dif-
ferent institutions. Towards overcoming two inherent challenging
problems of federated learning: data privacy and communication
cost, we first propose the PFA approach which leads to a larger
noise reduction and higher utility compared with the standard fed-
erated average algorithm, then further propose a communication-
efficient variant PFA+ which offers a significant 99% communica-
tion reduction for “private” clients. Through a comprehensive eval-
uation on both statistical learning and deep learning, we demon-
strate the effectiveness of both algorithms compared to the stan-
dard federated average algorithm.

There are several different directions towards generalizing the
work here. First, we plan to theoretically demonstrate the effec-
tiveness and robustness of our proposed methods. We also plan to
integrate this work into the personalized federated learning tasks
especially for non-IID data distributions, in which each institution
not only could enjoy a customized privacy protection but also gain
a personalized machine learning model.
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