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ABSTRACT

Community search (CS) enables personalized community discovery

and has found a wide spectrum of emerging applications such as

setting up social events and friend recommendation. While CS has

been extensively studied for conventional homogeneous networks,

the problem for heterogeneous information networks (HINs) has

received attention only recently. However, existing studies suffer

from several limitations, e.g., they either require users to specify a

meta-path or relational constraints, which pose great challenges to

users who are not familiar with HINs. To address these limitations,

in this paper, we systematically study the problem of CS over large

star-schema HINs without asking users to specify these constraints;

that is, given a set 𝑄 of query vertices with the same type, find the

most-likely community from a star-schema HIN containing 𝑄 , in
which all the vertices are with the same type and close relationships.

To capture the close relationships among vertices of the community,

we employ the meta-path-based core model, and maximize the

number of shared meta-paths such that each of them results in a

cohesive core containing 𝑄 . To enable efficient CS, we first develop

online algorithms via exploiting the anti-monotonicity property of

shared meta-paths. We further boost the efficiency by proposing

a novel index and an efficient index-based algorithm with elegant

pruning techniques. Extensive experiments on four real large star-

schema HINs show that our solutions are effective and efficient

for searching communities, and the index-based algorithm is much

faster than the online algorithms.
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(a) An HIN (b) Schema

Figure 1: An example HIN with a star-schema.

1 INTRODUCTION

Heterogeneous information networks (HINs) are networks with mul-

tiple typed objects and multiple typed links denoting different se-

mantic relations. A representative type of HINs is the star-schema

HIN [39, 42, 45, 55, 62], such as the bibliographic network [39, 45],

IMDB movie network [42, 55], Foursquare check-in network [18],

and patent network [62]. The star-schema often has a base-type and

several attribute-types, serving as the center node and tail nodes

respectively. Correspondingly, the vertices of base-type in the HIN

play the roles of hub vertices and connect vertices of attribute-types.

Figure 1(a) illustrates a star-schema HIN of the DBLP network, de-

scribing the relationships among objects of different types, i.e.,

author (𝐴), paper (𝑃 ), venue (𝑉 ), and topic (𝑇 ), and its schema is

depicted in Figure 1(b), where 𝑃 is the base-type and others are

the attribute-types. In specific, the HIN consists of six authors (i.e.,

𝑎1, · · · , 𝑎6), four papers (i.e., 𝑝1, · · · , 𝑝4), two venues (i.e., 𝑣1 and
𝑣2) and two topics (i.e., 𝑡1 and 𝑡2). The directed lines denote their

semantic relationships. For example, the author 𝑎3 has written a

paper 𝑝2, which mentions the topic 𝑡2, published in the venue 𝑣1.
In this paper, we study the problem of CS over star-schema HINs.

Given a star-schema HIN H and a set of vertices 𝑄 with the same

type, we aim to find a community, or a set of vertices, which are

with the same type of vertices in 𝑄 and have close relationships,

fromH containing𝑄 . The CS over HINs can be used in various real

applications, including event organization, friend recommendation,

and biological data analysis [14, 38]. For example, if a group of

organizers want to hold an academic workshop, they can search

the community with close relationships from the DBLP network,

and then invite its members to join the workshop.

Prior works. Network community retrieval has been studied

for decades. Existing works on community retrieval can be roughly
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classified into community detection (CD) and community search

(CS). Generally, CD algorithms aim to identify all communities for a

graph [19, 32–34, 36, 46–48, 61]. These studies are not “query-based",

i.e., they are not customized for a query request (e.g., a user-specified

query vertex and some parameters). Moreover, for large graphs,

they are often costly to detect all the communities. To tackle these

issues, the query-based CS approaches (e.g., [11, 17, 23, 43]) have

received much interest. While CS has been extensively studied for

homogeneous networks, the problem for HINs [18, 27] has received

attention only recently, and these works often require users to

specify constraints like a meta-path [18] or relational constraints

[27]. This poses great challenges to users, who just realize that

some vertices are in the same community, but not familiar with the

HIN schema or their semantic relationships.

CSSH problem. To overcome the limitations of existing CS on

HINs, in this paper, we propose to find the community containing a

set of query vertices 𝑄 from a star-schema HIN without specifying

constraints above, such that all the vertices of the community are

with the same type and close relationships. We also call it CS over

Star-schema HINs, or CSSH problem. To achieve the goal above,

we face two key questions: (1) How to model the relationships of

vertices with the same type in a community? (2) How to identify

the most-likely community containing 𝑄? For the first question,
the existing work [18] shows that the (𝑘 , P)-core, or the maximal

set of vertices in which each vertex has at least 𝑘 neighbors linked

by the path instances of meta-path P, is effective for modeling

the relationships of vertices with the same type in a community,

because a meta-path with limited length between two vertices well

reveals their specific semantic relationships (e.g., P=(𝐴𝑃𝐴) reveals
the co-authorship between two authors).

The second question is not easy to answer, because there may

exist many meta-paths connecting the query vertices𝑄 and various

combinations of these meta-paths also exist, making it hard to

figure out the proper meta-path(s) that can well explain the hidden

relationships among the query vertices. For example, in Figure 1(a),

let 𝑄={𝑎3, 𝑎4} and 𝑘 = 3 (i.e., each vertex has at least 3 neighbors).

Clearly, authors 𝑎3 and 𝑎4 can be connected via two different meta-

paths P1=(𝐴𝑃𝑉𝑃𝐴) and P2=(𝐴𝑃𝑇𝑃𝐴), and there are two different

communities containing 𝑄 , which are (3, P1)-core and (3, P2)-core,

denoted by C1 = {𝑎1, 𝑎2, 𝑎3, 𝑎4, 𝑎5} and C2 = {𝑎2, 𝑎3, 𝑎4, 𝑎5, 𝑎6}
respectively. Figure 2 shows the induced homogeneous graphs of

these two communities, where each edge indicates a path instance

of the corresponding meta-path. Since the vertices’ relationships in

each community can be explained by the corresponding meta-path,

it is not easy to claim whether (3, P1)-core or (3, P2)-core is more

likely to contain the query vertices than the other one.

Inspired by existing community retrieval works [12, 31, 59], we

observe that for a set 𝑄 of query vertices, the community with

more shared meta-paths intuitively can better capture the close

relationships among them. In the example above, the vertex set

C3 = {𝑎2, 𝑎3, 𝑎4, 𝑎5} forms a (3, P1)-core and a (3, P2)-core at the

same time, so it is more likely to contain the query vertices than (3,

P1)-core and (3, P2)-core. Thus, it is better to find the community

with themaximum sharedmeta-paths such that each of them results

in a (𝑘 , P)-core containing the query vertices. Nevertheless, simply

maximizing the number of shared meta-paths may not result in

community with close relationships since the semantic meanings

P1

(a) P1 and (3, P1)-core

P2

(b) P2 and (3, P2)-core

Figure 2: Induced homogeneous graphs of two communities.

of different meta-paths have nested relationships. In Figure 1, for

example, consider the meta-paths P = (𝐴𝑃𝐴) and P1 = (𝐴𝑃𝑉𝑃𝐴).
The former implies that two authors have co-authored a paper, and

the latter one shows that two authors have published papers in

the same venue. Obviously, in the DBLP network, if two authors

meet the relationships of P, then they also naturally meet the

relationships ofP1, since two authorswho have co-authored a paper

must have papers published in the same venue. This also implies

that the semantic meanings of P and P1 have nested relationships,

so there is no sense to simply maximize the number of shared

meta-paths for the community containing 𝑄 .
Fortunately, the meta-paths with nested semantic relationships

can be easily detected from the schema of HIN. Therefore, by care-

fully considering the above issues in our CSSH problem formulation,

we aim to find a set of vertices by maximizing the number of shared

meta-paths without nested semantic relationships, such that for each

meta-path P, they form a (𝑘 , P)-core containing 𝑄 . This ensures
that the returned community can well capture the rich semantic

relationships carried by the query vertices.

Our technical contributions. To model the set of (𝑘 , P)-cores

for meta-paths without nested semantic relationships, we propose

a novel concept, called (𝑘 , Ψ)-Non-nested Meta-path Core, or (𝑘 ,
Ψ)-NMC, where Ψ is a set of meta-paths without nested semantic

relationships and for each meta-path P ∈ Ψ, there exists a (𝑘 , P)-

core containing 𝑄 . A naive method of solving our problem is to

enumerate the combinations of all possible meta-paths, then verify

the existence of (𝑘 ,Ψ)-NMC for each combination, and finally return

the (𝑘 , Ψ)-NMC with the maximum size of Ψ. However, this method

needs to verify 2 |X | − 1 possible (𝑘 , Ψ)-NMCs, where X is the set of

all meta-paths linking vertex types of 𝑄 , thus it will be very costly

specially when X is very large.

We observe the anti-monotonicity property, which states that

given a set Ψ of meta-paths, if it results in a (𝑘 , Ψ)-NMC contain-

ing 𝑄 , then for every subset Ψ′ of Ψ, there exists a (𝑘 , Ψ′)-NMC

containing 𝑄 . We use this intuition to propose an online algorithm

by reducing the number of candidates verified. However, this al-

gorithm needs to build many homogeneous graphs induced by

different meta-paths, leading to expensive cost w.r.t. time and space.

We further boost the efficiency by developing a faster online algo-

rithm which tries to save the cost of building homogeneous graphs.

Although the online algorithms perform well on many HINs,

they are still inefficient to process large-scale HINs with compli-

cated schemas.We observe that there is much repeated computation

among different queries, which can be avoided if some prepossess-

ing is made. In light of this, we design a novel index, which stores

2308



the core numbers of vertices w.r.t. different meta-paths and exploits

an efficient compression strategy to reduce the space cost. More-

over, much unnecessary verification of candidates can be pruned by

exploiting our index and the set of vertices for candidate verifica-

tion can also be minimized. Using the techniques above, we design

a fast index-based algorithm with elegant pruning techniques.

In addition, we have performed extensive experiments on four

real large star-schema HINs. We first evaluate the effectiveness of

our CS query by analyzing the returned communities from different

angles and showing a case study. We then thoroughly evaluate the

efficiency of our algorithms, and the experimental results show that

they are efficient to answer the queries. In particular, our index-

based query algorithm is over two orders of magnitude faster than

the basic online query algorithm.

Outline.We formulate our CSSH problem in Section 2. In Sec-

tions 3 and 4, we show online algorithms and index-based algorithm

respectively. We report the experimental results in Section 5. We

review the related works in Section 6 and conclude in Section 7.

2 PROBLEM DEFINITION

2.1 Preliminaries

We first present the basic concepts about HIN. Frequently used

notations are summarized in Table 1.

Definition 1. HIN [26, 45]. An HIN is a directed graph H =
(𝑉 , 𝐸) with a vertex type mapping function𝜓 : 𝑉 → A and an edge

type mapping function 𝜙 : 𝐸 → R, where each vertex 𝑣 ∈ 𝑉 belongs

to a vertex type𝜓 (𝑣) ∈ A, each edge 𝑒 ∈ 𝐸 belongs to an edge type

(also called relation) 𝜙 (𝑒) ∈ R, and |A| + |R| > 2.

Definition 2. HIN schema [26, 45]. Given an HINH = (𝑉 , 𝐸)
with mappings 𝜓 : 𝑉 → A and 𝜙 : 𝐸 → R, its schema 𝑇H is

a directed graph defined over vertex types A and edge types (as

relations) R, i.e., 𝑇H = (A, R).

The HIN schema describes all allowable edge types between

vertex types, where each edge type can denote one-to-one, one-to-

many, or many-to-many relationships. Note that if there is an edge

type 𝑅 from vertex type 𝐴 to vertex type 𝐵, the inverse edge type
𝑅−1 naturally exists from 𝐵 to𝐴. In this paper, we focus on the HIN

with a star-schema, which has a base-type and several attribute-

types, serving as the center node and tail nodes respectively. A

vertex of base-type plays the role of hub vertex in the HIN, as it

connects a set of vertices whose types cover all the attribute-types.

Definition 3. Meta-path [45]. Ameta-path P is a path defined

on an HIN schema 𝑇H = (A, R), and is denoted in the form 𝐴1
𝑅1
→

𝐴2
𝑅2
→ · · ·

𝑅𝐿
→ 𝐴𝐿+1, or (𝐴1𝐴2 · · ·𝐴𝐿+1), where 𝐿 = |P | is the length

of P, 𝐴𝑖 ∈ A, and 𝑅𝑖 ∈ R(1 � 𝑖 � 𝐿).

In the HIN, we call a path 𝑝=𝑎1→𝑎2· · ·→𝑎𝐿+1 between vertices

𝑎1 and 𝑎𝐿+1 a path instance of P, if ∀𝑖 , the vertex 𝑎𝑖 and edge 𝑒𝑖=(𝑎𝑖 ,

𝑎𝑖+1) satisfy 𝜓 (𝑎𝑖 )=𝐴𝑖 and 𝜙 (𝑒𝑖 )=𝑅𝑖 . We call a meta-path P
′
the

reverse meta-path of P, if P
′
is the reverse path of P in 𝑇H , and

denote it by P−1. We say P is symmetric, if it is the same with P−1

[18]. For a symmetric meta-path P = (𝐴1𝐴2 · · ·𝐴𝑛+1 · · ·𝐴2𝐴1), we

use Pℎ𝑎𝑙 𝑓 = (𝐴1𝐴2 · · ·𝐴𝑛+1) to denote the half meta-path of P,

where 𝐿 is the length of P and 𝑛 = 𝐿/2. Note that since we focus

Table 1: Notations and meanings.

Notation Meaning

H = (𝑉 , 𝐸) An HIN with vertex set𝑉 and edge set 𝐸

P A symmetric meta-path defined on the schema of H

HP A homogeneous graph induced by a meta-path P on H

𝑑P (𝑣,B𝑘,P) P-degree, or the number of P-neighbors of 𝑣 in 𝑆

Ψ A set of meta-paths without nested semantic relationships

B𝑘,P A basic (𝑘 , P)-core [18]

(𝑘 , Ψ)-NMC (𝑘 , Ψ)-non-nested meta-path core, abbreviated as Ψ-NMC

𝑄 A set of query vertices

on finding communities of vertices with the same type, all the

meta-paths mentioned in this paper are symmetric.

In line with [18], we say that a vertex 𝑢 is a P-neighbor of a

vertex 𝑣 , if they are connected by an instance of P, and two vertices

𝑢 and 𝑣 are P-connected, if there exists a chain of vertices from𝑢 to 𝑣
such that any two adjacent vertices in the chain are the P-neighbor

of each other. Given a vertex 𝑣 and a set 𝑆 of vertices with the

same type, we define 𝑑P (𝑣, 𝑆), called P-degree, as the number of P-

neighbors of 𝑣 within the set 𝑆 . Based on the concept of P-degree,

Fang et al. [18] introduced the (𝑘 , P)-core model:

Definition 4. (k, P)-core [18]. Given an HINH and an integer

k, a (k, P)-core of H is a maximal set B𝑘,P of P-connected vertices,

s.t. ∀𝑣 ∈ B𝑘,P , 𝑑P (𝑣,B𝑘,P) � 𝑘 , where vertices of B𝑘,P are with the

type linked by P.

Definition 5. Core number. Given an HIN H , a vertex 𝑣 ∈ 𝑉
and a meta-path P, its core number, denoted by 𝑐𝑜𝑟𝑒P [𝑣], is the
largest 𝑘 such that there exists a (𝑘,P)-core, B𝑘,P , containing 𝑣 .

For example, in Figure 1, let 𝑘 = 2 and P = (𝐴𝑃𝐴). Then, we can
find a B2,P = {𝑎1, 𝑎2, 𝑎3}, since each vertex of B2,P has at least 2

P-neighbors in B2,P . Besides, the core numbers of all vertices in

B2,P are 2, since there is no B3,P . We would like to remark that in

[18], Fang et al. introduced two variants of the basic (𝑘 , P)-core

model above, and our solutions can also be extended for them, so

we omit the detailed discussions for lack of space.

For each meta-path P, we can also induce a homogeneous graph

from H , called P-graph, which is denoted by HP . Essentially, the

(𝑘 , P)-core is the set of vertices in a connected 𝑘-core of HP .

Definition 6. P-Graph [54]. Given an HINH and a meta-path

P, the P-graph is a homogeneous graph HP , such that it contains

all the vertices with the type linked by P and for every vertex, it has

an edge linked to each of its P-neighbors.

2.2 Problem Definition

To formulate the community model, we propose the concepts of

nested meta-path and (𝑘 , Ψ)-NMC.

Definition 7. Nested meta-path. Given a star-schema HIN

and a symmetric meta-path P whose half meta-path is Pℎ𝑎𝑙 𝑓 =

(𝐴1𝐴2 · · ·𝐴𝑖 · · ·𝐴 𝑗 ), the nested meta-path of P is a symmetric meta-

path P
′
whose half meta-path is P

′

ℎ𝑎𝑙 𝑓
= (𝐴1𝐴2 · · ·𝐴𝑖 ), where 𝑗 ≥ 𝑖 .

We use P′ � P to denote that P′ is nested in P.

In the star-schema HIN, the nested meta-paths of a meta-path

can be easily detected by traversing its schema network. Besides, in
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the star-schema HIN, for any two vertices, if there is a path instance

of P′ between them, then naturally there also exists a path instance

of P between them. This also implies that there exists a nested

relationship between the two cores of two meta-paths with nested

relationships, where the nested core is structurally more compact,

as stated by Lemma 1. Example 1 illustrates this.

Lemma 1. Given a star-schema HINH , a positive integer 𝑘 , two

meta-paths P and P
′
with P

′
� P, if there exists a (𝑘,P′)-core

B𝑘,P′ , then there must exist a (𝑘,P)-core B𝑘,P , s.t. B𝑘,P′ ⊆ B𝑘,P .

Proof. If there exists a B𝑘,P′ , then each vertex 𝑣 of B𝑘,P′ has

at least 𝑘 P′-neighbors, which further implies that it has at least 𝑘
P-neighbors. Hence, there must exist a B𝑘,P , s.t. B𝑘,P′ ⊆ B𝑘,P . �

Example 1. Reconsider the HIN in Figure 1. Since the meta-path

P=(𝐴𝑃𝐴) is a nested meta-path of P2=(𝐴𝑃𝑇𝑃𝐴), the (𝑘 , P)-core

is nested in the (𝑘 , P2)-core. E.g., the (2, P)-core contains vertices

{𝑎1, 𝑎2, 𝑎3} and (2, P2)-core contains vertices {𝑎1, 𝑎2, 𝑎3, 𝑎4, 𝑎5, 𝑎6},
so the former one is nested in the latter one and it is more compact.

Definition 8. Non-nested meta-path core. Given an HIN H ,

an integer 𝑘 , and a set Ψ of meta-paths without nested meta-paths (i.e.,

∀P,P′ ∈ Ψ, P � P′ and P′ � P), a (𝑘 , Ψ)-Non-nested Meta-path

Core, or (𝑘 , Ψ)-NMC, of H is a maximal set of vertices, such that

∀P ∈ Ψ, the vertices of (𝑘 , Ψ)-NMC form a (𝑘 , P)-core.

Example 2. In Figure 1, let Ψ = {P1,P2} with P1=(𝐴𝑃𝑉𝑃𝐴) and
P2=(𝐴𝑃𝑇𝑃𝐴). Then, there exists a (3, Ψ)-NMC = {𝑎2, 𝑎3, 𝑎4, 𝑎5}, since
these vertices form a (3, P1)-core and also a (3, P2)-core.

Intuitively, if Ψ={P, P′} and P′ � P, then Ψ can be simplified as

Ψ′={P}, since the (𝑘 , Ψ)-NMC is the same with (𝑘 , Ψ′)-NMC. This

also implies that there exists some redundant semantic relationships

in (𝑘 , Ψ)-NMC and thus (𝑘 , Ψ′)-NMC is preferred. Next, we formally

introduce our CSSH problem.

Problem 1. Given a star-schema HINH , a set of query vertices

𝑄 with the same type, and a positive integer 𝑘 , return a (𝑘 , Ψ)-NMC

such that it contains 𝑄 and Ψ satisfies the following properties:

1. Set non-nestedness: There does not exist any (𝑘 , Ψ′)-NMC such

that Ψ′ is formed by nested meta-paths of meta-paths in Ψ;
2. Size maximality: On the premise that Property 1 is satisfied,

the size of Ψ is maximized.

For simplicity, we call the type of vertices𝑄 target type. The first

property ensures that there is no other community whose semantic

relationships carried are nested in the relationships revealed by

meta-paths of Ψ. Intuitively, given two meta-path sets Ψ={P} and

Ψ′={P′} with P′ � P, if both (𝑘 , Ψ)-NMC and (𝑘 , Ψ′)-NMC exist,

then (𝑘 , Ψ′)-NMC should be preferred for modeling the community,

because the nested meta-path is shorter and the corresponding core

is more compact. As pointed out by many recent studies on meta-

paths [18, 45], long meta-paths often indicate weak relationships, so

shorter meta-paths with limited lengths are often more meaningful

and frequently used in practice. In line with these works, we can set

a limited length (e.g., 𝐿=4) for the meta-paths used. And CSSH prob-

lem is fixed-parameter tractable (FPT) with respect to parameter 𝐿.
The proof of the hardness of CSSH problem is in the appendix of

the technical report [28]. The second property guarantees that the

semantic relationships carried by the (𝑘 , Ψ)-NMC are rich. Without

any users’ given meta-paths, by maximizing the number of shared

meta-paths, the semantic relationships among the query vertices

can be well captured.

Example 3. In Figure 1 with P=(𝐴𝑃𝐴), P1=(𝐴𝑃𝑉𝑃𝐴), and P2=

(𝐴𝑃𝑇𝑃𝐴), if𝑄=(𝑎2, 𝑎3) and𝑘=3, then we will return the (3,Ψ)-NMC =
{𝑎2, 𝑎3, 𝑎4, 𝑎5}withΨ={P1,P2}. This is because forP1 andP2, which

are not nested with each other, we have B3,P1
={𝑎1, 𝑎2, 𝑎3, 𝑎4, 𝑎5} and

B3,P2
={𝑎2, 𝑎3, 𝑎4, 𝑎5, 𝑎6}, so we take the intersection of two cores to

maximize the size of Ψ. Similarly, if 𝑄=(𝑎2, 𝑎3) and 𝑘=2, we will
return (2, Ψ)-NMC ={𝑎1, 𝑎2, 𝑎3} with Ψ={P}.

3 ONLINE ALGORITHMS

For simplicity, in the context without ambiguity, we write B𝑘,P and

(𝑘 , Ψ)-NMC as BP and Ψ-NMC, respectively. Recall that the CSSH

problem aims to maximize the number of shared meta-paths that

satisfies the property of non-nestedness. Thus, a straightforward

method to solve this problem performs three steps. First, we gener-

ate the set of all possible meta-paths X, which link the target type

and have the limited length, from the HIN schema, and enumerate

all nonempty subsets of X : Ψ1,Ψ2, · · · ,Ψ2|X|−1. Second, for each

subset Ψ𝑖 (1 � 𝑖 � 2 |X | − 1), we verify the existence of Ψ𝑖 -NMC.

Finally, we output the Ψ𝑖 -NMC, where Ψ𝑖 -NMC satisfies the proper-

ties of set non-nestedness and size maximality. One major drawback

of this method is that we need to verify 2 |X | − 1 possible Ψ𝑖 -NMCs.

For a large set of meta-paths X, the exponential computation cost

renders the method impractical. To improve efficiency, we propose a

novel two-step framework based on the anti-monotonicity property

of the shared meta-paths.

3.1 A Two-Step Framework

We begin with a lemma inspiring the design of our algorithms.

Lemma 2. (Anti-monotonicity) Given a star-schema HINH , a set

of vertices 𝑄 in H , a positive integer 𝑘 , and a set Ψ of meta-paths,

if there exists a Ψ-NMC containing 𝑄 , then for any subset Ψ
′
⊆ Ψ,

there will also exist a Ψ
′
-NMC containing 𝑄 .

Proof. Based on the definition of Ψ-NMC, ∀P ∈ Ψ, vertices
of Ψ-NMC can form a BP in H , s.t. ∀𝑣 ∈ BP , 𝑑P (𝑣,BP) ≥ 𝑘 .
Consider a new meta-path set Ψ

′
⊆ Ψ. For every P ∈ Ψ

′
, we can

easily conclude that P ∈ Ψ and the vertices of Ψ-NMC can form

a BP , s.t. ∀𝑣 ∈ BP , 𝑑P (𝑣,BP) ≥ 𝑘 . Also, note that 𝑄 ⊆ Ψ-NMC.

Therefore, there exists a Ψ
′
-NMC containing vertices in 𝑄 . �

The anti-monotonicity above allows us to stop examining all the

supersets of Ψ, once we have verified that Ψ-NMC does not exist,

thus saving much computational cost. Based on Lemma 2, we begin

with examining the set, S1, of size-1 candidate meta-path sets, each

of which contains a single meta-path in X. We then repeatedly

execute the following two key steps, to retrieve the size-2 (size-

3, · · · ) qualified meta-path subsets, until no qualified meta-path

subsets are found:

• Verification. For each candidate meta-path set Ψ in S𝑐 (ini-

tially 𝑐 = 1), mark Ψ as a qualified set if Ψ-NMC exists.

• Candidate generation. For any two size-𝑐 qualified meta-

path sets which only differ in one meta-path, union them as a
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newly expanded candidate with size-(𝑐 + 1), and put it into set S𝑐+1,
if all its subsets are qualified, by Lemma 2.

Based on the above discussions, we present our two-step frame-

work in Algorithm 1. We first invoke GenMetaPaths on the HIN

schema 𝑇H to get all the eligible meta-paths X with limited length

𝐿 (line 1), and the details of GenMetaPaths are in the technical

report [28]. Then, we initialize an integer 𝑐=1 and a hash map M𝑐

to store the corresponding community of every Ψ (line 2). S𝑐 is

initialized, in which each meta-path set contains a meta-path in X

(line 3). Next, the two key steps, verification and candidate gen-

eration, are repeated iteratively until we obtain the community

(lines 4-10). In each iteration, we first verify each candidate meta-

path set Ψ in S𝑐 sequentially (lines 5-8). The verification can be

completed by computing the Ψ-NMC (line 6), and we will elaborate

its algorithms extensively later. If there exists a valid community,

we put the community to the hash map M𝑐 (line 7); otherwise, we

will remove Ψ from S𝑐 since it is an invalid candidate (line 8). After

all candidates in S𝑐 are examined, we use GenCan to generate new

size-(𝑐 + 1) sets of meta-paths w.r.t. S𝑐 (line 9). GenCan generates
new candidates by combining two size-𝑐 qualified meta-path sets

as a new size-(𝑐 + 1) candidate via Lemma 2, and its details are in

our technical report [28]. Afterward, 𝑐 is increased by 1. The whole

loop will stop when there does not exist any valid meta-path set

(line 11). Finally, for every valid meta-path set with size 𝑐–1, we
simply get the corresponding community from M𝑐−1 (lines 12-14).

Algorithm 1: Our two-step framework

Input: H,𝑄 , 𝑘 , 𝐿
Output: Ψ-NMC with the maximum |Ψ |

1 X ← GenMetaPaths(𝑇H , target type, 𝐿);

2 initialize 𝑐 ← 1, M𝑐 ← ∅;

3 initialize S𝑐 ← {{P} |P ∈ X};

4 repeat

5 foreach Ψ ∈ S𝑐 do

6 Ψ-NMC ← compute the Ψ-NMC containing𝑄 from H;

7 if Ψ-NMC exists then M𝑐 .put(Ψ, Ψ-NMC) ;

8 else S𝑐 .remove(Ψ) ;

9 S𝑐+1 ← GenCan(S𝑐 );

10 𝑐 ← 𝑐+1;

11 until S𝑐 = ∅;

12 foreach Ψ-NMC in M𝑐−1 do

13 if Ψ satisfies property of set non-nestedness then

14 output Ψ-NMC;

Lemma 3. Algorithm 1 takes 𝑂 (
∑𝑐
𝑖=1

∑ |M𝑖 |
𝑗=1 Δ 𝑗 ) time, where 𝑐

denotes the max size of Ψ, M𝑖 denotes the hash map that stores

the corresponding community of every Ψ and Δ 𝑗 denotes the time

cost of Ψ-NMC computation, s.t. HomNMC (Algorithm 2) or FastNMC
(Algorithm 3).

Proof. In Algorithm 1, it needs
∑𝑐
𝑖=1 |M𝑖 | times of Ψ-NMC

computation. Hence, Lemma 3 holds. �

Example 4. Consider the HIN in Figure 1 and let 𝑄=(𝑎3, 𝑎4), 𝑘=3.
In Algorithm 1, we first use GenMetaPaths to generate all meta-

paths X = {𝐴𝑃𝐴,𝐴𝑃𝑇𝑃𝐴,𝐴𝑃𝑉𝑃𝐴} (assume 𝐿=4). Then we initialize

S1 with the size-1 candidates (i.e., Ψ0 = {𝐴𝑃𝐴}, Ψ1 = {𝐴𝑃𝑉𝑃𝐴},

Ψ2 = {𝐴𝑃𝑇𝑃𝐴}) and ∀Ψ ∈ S1, verify if Ψ-NMC exists. Clearly,

there are two Ψ-NMCs, i.e., Ψ1-NMC = (𝑎1, 𝑎2, 𝑎3, 𝑎4, 𝑎5) and Ψ2-
NMC = (𝑎2, 𝑎3, 𝑎4, 𝑎5). After verifying all size-1 candidate sets, we use
GenCan to generate size-2 candidates and we have a candidate Ψ3 =
{𝐴𝑃𝑉𝑃𝐴,𝐴𝑃𝑇𝑃𝐴}. Since GenCan cannot generate size-3 candidates
and Ψ3 satisfies the properties of non-nestedness and maximality,

Ψ3-NMC will be returned as the community.

In our two-step framework, a key issue is how to efficiently verify

the existence of Ψ-NMC for each meta-path set Ψ, i.e., line 5 of

Algorithm 1. To tackle this issue, we first develop a naive algorithm

and then a fast algorithm in the following two subsections.

3.2 A Naive Algorithm to Compute Ψ-NMC

Here, we give a naive algorithm to compute the Ψ-NMC consists

of two steps. First, we derive a P𝑖 -graph HP𝑖
from H for each

P𝑖 ∈ Ψ, so we get a set of homogeneous graphs {HP𝑖
|1 ≤ 𝑖 ≤ |Ψ|},

which contain all the vertices with target type but have different

sets of edges. Second, we compute the 𝑘-cores simultaneously on

all homogeneous graphs by keeping peeling the vertices whose

degrees are less than 𝑘 in any P-graph, until all the vertices have

at least 𝑘 neighbors in each graph. We call this algorithm HomNMC.
Algorithm 2 presents the details of HomNMC. Given Ψ, we first

compute the set of induced homogeneous graphs {HP𝑖
|1 ≤ 𝑖 ≤

|Ψ|}, w.r.t. the meta-paths in Ψ (lines 2-3). Then, we assign𝑉 as the

intersection of each connected component containing 𝑄 in each

P-graph (line 5). Next, we keep peeling the vertex from 𝑉 if its

degree in any P-graph is less than 𝑘 (lines 6-7). We repeat the above

process until 𝑉 only contains one connected component (lines 4-8).

Finally, we return 𝑉 as the Ψ-NMC (line 9).

Algorithm 2: HomNMC (naive algorithm to get Ψ-NMC)

1 Function HomNMC(H,𝑄 , 𝑘 , Ψ):
2 foreach P𝑖 ∈ Ψ do

3 HP𝑖 ← compute the P𝑖 -graph from H;

4 repeat

5 𝑉 ←
⋂

P𝑖 ∈Ψ connected component in HP𝑖 containing𝑄 ;

6 while ∃𝑢 ∈ 𝑉 , P𝑖 ∈ Ψ, 𝑑P𝑖 (𝑢,𝑉 ) < 𝑘 do

7 remove 𝑢 from𝑉 and all P𝑖 -graphs;

8 until𝑉 is connected on all P𝑖 -graphs;

9 return𝑉 ;

Lemma 4. Algorithm 2 takes𝑂 (((𝑐 +1) ·𝑚+𝑐 ·𝑛1) · |Ψ| +
∑ |Ψ |
𝑖=1 (𝑛1 ·

𝑏1,2+𝑛1
∑𝐿
𝑖=2 𝑛𝑖 ·𝑏𝑖,𝑖+1)) time, where𝑚 denotes the maximum number

of edges in allHP𝑖
(P𝑖 ∈ Ψ), 𝑐 is the number of iterations in the loop,

𝑛𝑖 denotes the number of vertices with 𝑖-th vertex type in P and 𝑏𝑖,𝑖+1
denotes the maximum number of vertices with (𝑖+1)-th vertex type

that are connected to a vertex with 𝑖-th vertex type in P.

Proof. In the worst case, we need to remove all vertices with

the target type which takes 𝑂 (𝑚 · |Ψ|) time. In every loop, for all

HP𝑖
(P𝑖 ∈ Ψ), it takes 𝑂 (𝑛1 · |Ψ|) time to compute the degree of

each vertex and it takes 𝑂 (𝑚 · |Ψ|) time to compute a connected

component. Apart from this, at the beginning of the algorithm, it

takes𝑂 (
∑ |Ψ |
𝑖=1 (𝑛1 ·𝑏1,2+𝑛1

∑𝐿
𝑖=2 𝑛𝑖 ·𝑏𝑖,𝑖+1)) time to compute allHP𝑖

(P𝑖 ∈ Ψ). Hence, Lemma 4 holds. �
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3.3 A Fast Algorithm to Compute Ψ-NMC

Although the time complexity of HomNMC is almost linear to the size

of all homogeneous graphs {HP𝑖
}, it is still very costly because

building these homogeneous graphs involves much time and space

cost, dominating the overall cost. To improve the efficiency, we

optimize HomNMC from the following two observations:

(1) We observe that given previously computed Ψ-NMCs with

|Ψ|=𝑐 , we can quickly compute Ψ′-NMCs with |Ψ′|=𝑐+1.
(2) Inspired by an algorithm of computing (𝑘,P)-core [18], we

observe that it is unnecessary to find all the P-neighbors

for each vertex with target type, as we only need to know

whether a vertex has 𝑘 P-neighbors in (𝑘 , Ψ)-NMC.

To exploit the first observation, we show an interesting lemma.

Lemma 5. Given a star-schema HIN H and two sets Ψ1, Ψ2 of

meta-paths, if both Ψ1-NMC and Ψ2-NMC exist, then

(Ψ1 ∪ Ψ2)-NMC ⊆ Ψ1-NMC ∩ Ψ2-NMC. (1)

Proof. By definition of Ψ-NMC, ∀P ∈ Ψ1, vertices of Ψ1-NMC

can form a BP in H , s.t. ∀𝑣 ∈ BP , 𝑑P (𝑣,BP) � 𝑘 . Similar state-

ments also hold for Ψ2-NMC and (Ψ1 ∪ Ψ2)-NMC. Hence, it is easy

to conclude that vertices of (Ψ1 ∪Ψ2)-NMC can form a Ψ1-NMC, or

a Ψ2-NMC, so (Ψ1 ∪ Ψ2)-NMC is the subset of the intersection of

Ψ1-NMC and Ψ2-NMC, indicating that Lemma 5 holds. �

Lemma 5 implies that the vertex set of a Ψ′-NMC with |Ψ′|=𝑐+1
is actually a subset of the intersection of a few Ψ-NMCs with |Ψ|=𝑐 .
As a result, the homogeneous graphs for computing Ψ′-NMC can

be built on these vertices, rather than all the vertices with the target

type in the whole HIN as what HomNMC does.
Given a set of vertices by intersecting Ψ-NMCs, the second ob-

servation indicates that to compute a Ψ′-NMC, we actually do not

have to build the whole homogeneous graphs; instead, we can just

find up to 𝑘 P-neighbors for each vertex, during which it repeatedly

deletes vertices with less than 𝑘 P-neighbors and in the meantime

finds new P-neighbors incrementally if needed. In summary, by

utilizing the two observations above, we obtain a fast algorithm for

computing the Ψ-NMC, denoted by FastNMC.
Algorithm 3 presents FastNMC. First, we locate the Ψ-NMC in

a small vertex set 𝑉 by intersecting Ψ1-NMC and Ψ2-NMC stored

inM according to Lemma 5 (line 3). Next, we check whether the

vertex set contains query vertices, and if it does not, then there

does not exist a Ψ-NMC (line 4). Then for each P ∈ Ψ, we find up

to 𝑘 P-neighbors for every vertex in 𝑉 (line 8). If we cannot find

𝑘 P-neighbors, we will add this vertex 𝑣 to 𝑆 for deletion (line 9).

At the same time, we use the hash map R to record the neighbors

of each vertex (Φ) w.r.t. different P (line 10). Now we get a set

𝑆 of unqualified vertices which need to be deleted. Next, we first

delete vertices in 𝑆 and update R by calling function DeleteVertex
(line 12), which removes each vertex 𝑣 in 𝑆 from 𝑉 , incrementally

supplies new P-neighbors for 𝑣 ’s P-neighbors for all P in Ψ, and
if we cannot find 𝑘 P-neighbors for some P-neighbors of 𝑣 , we
put them into 𝑆 . The details of DeleteVertex are in the appendix

of the technical report [28]. Then, we get 𝑉 ′ as the intersection of

each connected component containing 𝑄 w.r.t. each P in Ψ (line

13). The vertices in 𝑉 \𝑉 ′ are added into 𝑆 and 𝑉 is updated by 𝑉 ′

(lines 14-15). The above process is repeated until 𝑉 is a connected

component w.r.t. all meta-paths in Ψ (line 16).

Algorithm 3: FastNMC (fast algorithm to get Ψ-NMC)

1 Function FastNMC(H,𝑄 , 𝑘 , Ψ, M):
2 𝑆 ← ∅, R ← an empty hash map;

3 𝑉 ← M[Ψ1 ] ∩ M[Ψ2 ] ; // Ψ1 ∪ Ψ2 = Ψ

4 if 𝑄 � 𝑉 then return ∅ ;

5 foreach P ∈ Ψ do

6 Φ ← ∅;

7 foreach vertex 𝑣 ∈ 𝑉 do

8 Φ[𝑣 ] ← find up to 𝑘 P-neighbors of 𝑣;

9 if |Φ[𝑣 ] | < 𝑘 then 𝑆 .add(𝑣) ;

10 R.put(P, Φ);

11 repeat

12 DeleteVertex(R, 𝑆, 𝑉 );

13 𝑉 ′ ← intersect components containing𝑄 ;

14 𝑆 ←𝑉 \𝑉
′
;

15 𝑉 ← 𝑉
′
;

16 until ∀P ∈ Ψ,𝑉 is a connected component w.r.t P;

17 return𝑉 ;

Lemma 6. Algorithm 3 takes𝑂 (
∑ |Ψ |
𝑖=1 (𝑛1 ·𝑏1,2+𝑛1

∑𝐿
𝑖=2 𝑛𝑖 ·𝑏𝑖,𝑖+1)+

𝑐 ·
∑ |Ψ |
𝑖=1 (

∑𝐿
𝑖=1 𝑛𝑖 · 𝑏𝑖,𝑖+1)) time, where 𝑐 is the number of iterations in

the loop.

Proof. In the worst case, we need to delete all the vertices with

the target type, which costs 𝑂 (
∑ |Ψ |
𝑖=1 (𝑛1 · 𝑏1,2 + 𝑛1

∑𝐿
𝑖=2 𝑛𝑖 · 𝑏𝑖,𝑖+1))

time. In every iteration, for every P in Ψ, it costs 𝑂 (
∑𝐿
𝑖=1 𝑛𝑖 ·

𝑏𝑖,𝑖+1) to compute a connected component on the homogeneous

graph. So the computation of all connected components costs𝑂 (𝑐 ·∑ |Ψ |
𝑖=1 (

∑𝐿
𝑖=1 𝑛𝑖 · 𝑏𝑖,𝑖+1)) time. Hence, Lemma 6 holds. �

4 INDEX-BASED ALGORITHMS

Generally, the online algorithms perform well on many HINs, but

they may be inefficient to process large-scale HINs. As we will

show later, they may take over 0.5 minutes to answer a CS query

on a million-scale HIN like DBLP, which is costly if the queries are

frequently issued. To alleviate this issue, we propose a novel space-

efficient index, relying on two key observations: First, the lengths

of frequently used meta-paths in practice are often limited [35,

40, 45, 47], as long meta-paths result in weak relationships [45].

Second, there are much repeated computations among different

queries when computing the cores. As the number of meaningful

meta-paths is often limited, we can pre-compute their (𝑘,P)-cores,

and compactly organize them into a tree structure, called Core

Meta-path tree or CM-tree. Based on the CM-tree, we propose a

query algorithm with elegant pruning techniques. Next, we first

give an overview of CM-tree, then present the index construction

algorithm, and finally show the index-based query algorithm.

4.1 Index Overview

The CM-tree index is built based on the key observations that the

(𝑘,P)-cores are nested with each other regarding to the parameters

𝑘 and P, respectively:
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P1 P2 P3

Figure 3: Three P-graphs induced by three meta-paths.

(a) Meta-path tree

P1

P2 P3

(b) CM-tree

Figure 4: Meta-path tree and the corresponding CM-tree.

(1) For parameter 𝑘 ≥1, Fang et al. [18] showed that B𝑘+1,P ⊆

B𝑘,P , as stated in Lemma 7.

(2) For parameter P, given two meta-paths P and P′, if P′ � P,

then B𝑘,P′ ⊆ B𝑘,P , as stated by Lemma 1.

Lemma 7. [18]. Given an HIN H , a positive integer 𝑘 and a meta-

pathP, the (𝑘 ,P)-cores are nested, i.e., for any (𝑘+1,P)-coreB𝑘+1,P ≠
∅, there must exist a (𝑘 , P)-core B𝑘,P such that B𝑘+1,P ⊆ B𝑘,P .

By carefully considering the nested properties, we can compactly

organize all the cores in a tree index, by exploiting the following

two compression methods:

• Meta-path-based compression (MC): Consider the tree in

Figure 4(a), which organizes all the meta-paths linked the target

type into a tree by using their nested relationships. Every node

in the meta-path tree has a parent node and a list of child nodes

(except for leaf nodes), where the meta-path in the parent node

is the nested meta-path of those in the child nodes. According to

Lemma 1, when 𝑘 is fixed, the (𝑘,P′)-core in the parent must be

contained by the (𝑘,P)-core in the child. Thus, to save space cost,

for each child node, we only store the vertices that are not contained

in its parent node.

• 𝐾-core-based compression (KC): Apart from MC, we can

also make use of the nestedness property of cores w.r.t. different 𝑘
values. According to Lemma 7, for a certain meta-path P, B𝑘+1,P ⊆

B𝑘,P . Hence, for each meta-path, we can use a hash map to record

mappings from core numbers to corresponding vertices, as the core

number 𝑐𝑜𝑟𝑒P (𝑣) is the largest 𝑘 such that 𝑣 ∈ B𝑘,P .

Notice that if only MC is used, the index will contain redundant

vertices for different 𝑘 values. Similarly, if only KC is used, the

index will be redundant for nested meta-paths. Fortunately, we can

combine them, and thus obtain an effective compression method,

called meta-path and 𝑘-core-based compression (MKC).

Specifically, for each meta-path P, we use 𝑉P [𝑘] to denote the

set of vertices in all (𝑘,P)-cores. Note that there may exist multiple

(𝑘,P)-cores in anHIN, as a core needs to be a connected component.

Based on Lemma 1, we have 𝑉P′ [𝑘] ⊆ 𝑉P [𝑘] for P′ � P. Based

P1

P2

(a) Homogeneous graph (b) Compress example

Figure 5: An example of MKC compression.

on Lemma 7, we have 𝑉P [𝑘 + 1] ⊆ 𝑉P [𝑘]. Thus, it is obvious that

𝑉P′ [𝑘 + 1] ⊆ 𝑉P [𝑘 + 1] ⊆ 𝑉P [𝑘], (2)

and

𝑉P′ [𝑘 + 1] ⊆ 𝑉P′ [𝑘] ⊆ 𝑉P [𝑘] . (3)

To apply MKC, we use the meta-path tree as the skeleton of our

CM-tree. For each CM-tree node TP , we store a hash map, whose

keys are the core numbers and the values are the sets of vertices

mapped to corresponding core numbers. By Eq. (2) and (3), we find

that 𝑉P [𝑘] always contains 𝑉P [𝑘 + 1] and 𝑉P′ [𝑘]. To reduce the
space cost, we let the set mapped to core number 𝑘 in node TP be:

TP .𝑚𝑎𝑝 [𝑘] = 𝑉P [𝑘] \ (𝑉P [𝑘 + 1] ∪𝑉P′ [𝑘]). (4)

We further illustrate MKC by Example 5 with Figures 4 and 5.

Example 5. Figure 5(a) shows two P-graphs induced by meta-

paths P1 and P2, where P1 � P2. Obviously, the P1-graph is the

subgraph of P2-graph. Figure 5(b) presents the MKC compression

process of these two graphs. Since the (3,P1)-core is the subset of other

five cores, we put vertices of this core to TP1
.𝑚𝑎𝑝 [3] first. Then for

both (2,P1)-core and (3,P2)-core, they contain all vertices in (3,P1)-

core. For TP1
.𝑚𝑎𝑝 [2] and TP2

.𝑚𝑎𝑝 [3], we only store {𝑒} since 𝑒 is
the only vertex that is not in the (3, P1)-core but contained in the

other two cores. Other CM-tree nodes can be built similarly.

Besides the hash map, each CM-tree node TP also needs to store

its parent and child list. To summarize, TP has three elements:

• map: it maps core numbers to corresponding sets of vertices;

• parent: the parent node of TP ;

• childList: a list of child nodes of TP .

Figure 4(b) depicts the CM-tree index for all the three homoge-

neous graphs in Figure 3, and its skeleton is the meta-path tree in

Figure 4(a). Based on the CM-tree, the following key operations used

by our query algorithms (Section 4.3), can be performed efficiently.

• Core finding. Given a positive integer 𝑘 and a meta-path P,

find a set of vertices that belong to (𝑘,P)-cores.

•Meta-path search.Given ameta-pathP, find the nestedmeta-

path of P, or the list of meta-paths within which P is nested.
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4.2 Index Construction

We now discuss the index construction algorithm. Since the meta-

path tree serves as the skeleton of the CM-tree, we first build a

meta-path tree according to the nested relationships of meta-paths

in the HIN schema. Then, we build all CM-tree nodes starting from

the root of the meta-path tree following the depth-first search (DFS)

order, as the hash map construction in the child node depends on

the result of the parent node according to Eq. (4).

Algorithm 4 presents the CM-tree construction algorithm. We

first obtain the set X of all valid meta-paths (line 3). Then we

pick the shortest meta-path P from X (line 4), and build the meta-

path tree starting from P by calling BuildMetaPathTree (line 6).
Finally, we invoke BuildCMnode to build each node of the CM-tree

following the DFS order (line 7).

Algorithm 4: CM-tree construction algorithm

1 Function BuildCMtree(H):
2 T ← ∅;

3 invoke GenMetaPaths to generate meta-path set X;

4 P ← the shortest meta-path in X;

5 build a tree node TP ;

6 BuildMetaPathTree(T, X, P);

7 BuildCMnode(TP , H);

8 return T;

9 Function BuildMetaPathTree(T , X, P):

10 foreach P
′
∈ X do

11 if P � P
′
and |P

′
| = |P | + 2 then

12 build a tree node T
P
′ ;

13 TP .𝑐ℎ𝑖𝑙𝑑𝐿𝑖𝑠𝑡 .add(TP′ ), T
P
′ .𝑝𝑎𝑟𝑒𝑛𝑡 ← TP ;

14 BuildMetaPathTree(T, X, P
′
);

15 Function BuildCMnode(TP , H):
16 induce HP from H;

17 𝑐𝑜𝑟𝑒P [] ← 𝑘-core decomposition on HP ;

18 foreach 𝑣 ∈ HP do TP .𝑚𝑎𝑝 [𝑐𝑜𝑟𝑒P [𝑣 ] ] .𝑎𝑑𝑑 (𝑣) ;

19 foreach 𝑘 ∈ TP .𝑚𝑎𝑝.𝑘𝑒𝑦𝑠𝑒𝑡 () do
20 TP .𝑚𝑎𝑝 [𝑘 ] ← TP .𝑚𝑎𝑝 [𝑘 ] \

⋃
P′�P TP′ .𝑚𝑎𝑝 [𝑘 ];

21 foreach T
P
′ ∈ TP .𝑐ℎ𝑖𝑙𝑑𝐿𝑖𝑠𝑡 do BuildCMnode(T

P
′ , H) ;

In BuildMetaPathTree, we build the meta-path tree by follow-

ing the DFS order. In each invoking of BuildMetaPathTree, we tra-

verse X to find meta-paths P
′
such that P � P

′
and |P

′
| = |P | + 2

(lines 10-14). For each P
′
, we build a new index node TP′ (line 12),

add TP′ to the child list of TP , let TP be the parent node of TP′

(line 13) and recursively build the child nodes of TP (line 14).

In BuildCMnode, we build each CM-tree node by following the

DFS order from the root of the meta-path tree. For every node,

we first derive the 𝑃-graph HP (line 16), and then do 𝑘-core de-
composition using the linear algorithm [1] to get the core num-

bers of all vertices 𝑐𝑜𝑟𝑒P [ ] (line 17). Next, we traverse all vertices

in HP and add 𝑣 to the hash map TP .𝑚𝑎𝑝 according to its core

number 𝑐𝑜𝑟𝑒P [𝑣] (line 18). For each core number 𝑘 in the keys of

TP .𝑚𝑎𝑝 , we also need to delete vertices that are in the union set

of TP′ .𝑚𝑎𝑝 [𝑘], where P
′
� P to avoid redundancy (lines 19-20).

After building TP , we traverse the child list of the current node and

call BuildCMnode to build child nodes recursively (line 21).

Lemma 8. Given a star-schema HIN H and a set of meta-paths

X = {P1,P2, . . . ,P|X | }, the CM-tree takes 𝑂 (
∑ |X |
𝑖=1 𝑡𝑖 ) space cost,

where 𝑡𝑖 is the total number of vertices with the type linked by P𝑖 .

Proof. If only KC is used, then for each P𝑖 , TP𝑖
stores 𝑡𝑖 vertices.

For MKC, according to Eq. (4), each TP𝑖
stores less than 𝑡𝑖 vertices

when TP𝑖
is not the root node of the index, so Lemma 8 holds. �

Lemma 9. Algorithm 4 takes𝑂 (
∑ |Ψ |
𝑖=1 (𝑛1 ·𝑏1,2+𝑛1

∑𝐿
𝑖=2 𝑛𝑖 ·𝑏𝑖,𝑖+1))

time.

Proof. It takes 𝑂 (
∑ |Ψ |
𝑖=1 (𝑛1 · 𝑏1,2 + 𝑛1

∑𝐿
𝑖=2 𝑛𝑖 · 𝑏𝑖,𝑖+1)) time to

compute allHP𝑖
(P𝑖 ∈ Ψ). And computing a 𝑘-core from a homo-

geneous graph costs linear time [1, 43]. Hence, Lemma 9 holds. �

4.3 Index-Based Query Algorithm

With CM-tree index, we propose a fast index-based query algorithm

to solve the CSSH problem based on the fast algorithm of computing

Ψ-NMC (FastNMC in Section 3.3). Specifically, we first introduce

a novel concept of nested meta-path set. Then, we design pruning

and early stop strategies to reduce the number of candidates to be

verified. Further, to verify each meta-path set, we use the CM-tree

to quickly locate the Ψ-NMC in a small subset of vertices. Next, we

first introduce the concept of nested meta-path set.

Definition 9. Nested meta-path set. Given a set of 𝑛 meta-

paths Ψ = {P1,P2, · · · ,P𝑛}, the nested meta-path set of Ψ is another

meta-path setΨ′ = (P
′

1,P
′

2, · · · ,P
′

𝑛), s.t.∀P ∈ Ψ, there existsP
′
∈ Ψ

′

such that P
′
� P.

For example, letP=(𝐴𝑃𝐴),P1=(𝐴𝑃𝑉𝑃𝐴), andP2=(𝐴𝑃𝑇𝑃𝐴). Then,
{P} is a nestedmeta-path set of both {P1} and {P2}. Next, we show

that the nested relationships also exists between a meta-path set

and its nested meta-path set.

Lemma 10. Given a star-schema HIN H , a positive integer 𝑘 , a
meta-path set Ψ and its nested meta-path set Ψ′, if there exists a

Ψ′-NMC, there must exist a Ψ-NMC, s.t. Ψ′-NMC ⊆ Ψ-NMC.

Proof. If there exists a Ψ′-NMC, then for each P′ in Ψ′, vertices

in the Ψ′-NMC can form a BP′ . By Lemma 1 and Definition 9, for

each P in Ψ, there exists a meta-path P′ ∈ Ψ′ and P′ � P, such

that the Ψ′-NMC (and also a (𝑘 , P′)-core) is contained by a (𝑘 ,
P)-core. Thus, there exists a Ψ-NMC s.t. Ψ′-NMC ⊆ Ψ-NMC. �

• Index-based pruning for candidates of meta-path sets.

Recall that in Algorithm 1, GenCan generates size-(𝑐 + 1) meta-path

set candidates only based on valid size-𝑐 sets, but there are still too
many size-(𝑐 + 1) candidates to be verified. We show that many of

them can be pruned by exploiting Lemma 10. Specifically, given

two meta-path sets Ψ and Ψ′ s.t. Ψ
′
is a nested meta-path set of Ψ,

if we have verified that Ψ
′
-NMC exists, then Ψ-NMC must exist as

well by Lemma 10. Hence, after verifying the existence of Ψ
′
-NMC,

we can get all meta-path sets Ψ that Ψ
′
is the nested meta-path set

of Ψ and mark them as valid meta-path set candidates. In this way,

we can reduce the number of candidates to be verified.

In order to generate all meta-path sets Ψ, of which Ψ′ is the

nestedmeta-path set, we design GenValidCan based on the CM-tree.

Specifically, for each P′ ∈ Ψ′, we get all P s.t. P′ � P by searching
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the CM-tree. Then, we select a meta-path from {P|P′ � P} for

each P′ in Ψ′, and combine them to get a meta-path set. The detail

of GenValidCan are in the appendix of technical report [28].

• Optimal candidate verification order. By Lemma 10, some

candidate meta-path sets can be pruned after their nested sets

are verified. As a result, the order to verify candidates affects the

number of candidates to be verified. To find the optimal order for

reducing the time cost, we introduce Lemma 11.

Lemma 11. Given several meta-path set candidates (Ψ1, Ψ2, · · · ,
Ψ𝑛), each of them has the same size, verifying each candidate set Ψ𝑖 in
ascending order by the length sum of all meta-paths in Ψ𝑖 minimizes

the number of candidates that need to be verified.

Proof. Based on the definition of nested meta-path set, for a

meta-path set Ψ and its nested meta-path set Ψ′, the length sum

of meta-paths in Ψ′ is less than that of Ψ, since |Ψ|=|Ψ′| and for

any meta-path P, it has the same or smaller length than its nested

meta-path. Then we conclude that in a list of same size candidate

sets of meta-paths, for any two candidate sets Ψ𝑖 and Ψ𝑗 , if Ψ𝑖 is the
nested meta-path set of Ψ𝑗 , the length sum of meta-paths in Ψ𝑖 must

be smaller than the length sum of meta-paths in Ψ𝑗 . Moreover, by

Lemma 10, if Ψ𝑖 is a valid meta-path set, then Ψ𝑗 is a valid meta-path

set without being verified. Hence, Lemma 11 holds. �

• Early stop strategy. We further boost the efficiency by intro-

ducing an early stop condition in Lemma 12.

Lemma 12. Given all meta-path sets with the same size Ψ1, Ψ2,
· · · , Ψ𝑛 , if there exists a Ψ𝑖 -NMC that Ψ𝑖 (1 ≤ 𝑖 ≤ 𝑛) is the nested
meta-path set of all Ψ𝑗 (1 ≤ 𝑗 ≤ 𝑛 and 𝑗 ≠ 𝑖), then Ψ𝑖 -NMC is the

community we need.

Proof. According to the property of set non-nestedness of meta-

paths, if Ψ-NMC is the result community, then there does not exist

a Ψ′-NMC s.t.Ψ
′
= (Ψ ∪ {P

′
}) \ {P} where P

′
� P. Thus, if

there exists a Ψ𝑖 -NMC that Ψ𝑖 is the nested meta-path set of all Ψ𝑗

(1 ≤ 𝑗 ≤ 𝑛 and 𝑗 ≠ 𝑖), then even if Ψ𝑗 -NMC exists, it is not the

result community because of set non-nestedness. For the meta-

path sets with larger size generated from Ψ𝑖 , there does not exist a
result community for the same reason. Hence, Lemma 12 holds. �

• Index-basedΨ-NMCcomputation.To verify each candidate

meta-path set Ψ, we need to compute the Ψ-NMC. With CM-tree,

we can locate the core in a small set by intersecting the (𝑘,P)-cores

where P ∈ Ψ, according to the following corollary.

Corollary 4.1. Given a star-schema HIN H , a positive integer 𝑘 ,
and a set Ψ of meta-paths, we have

Ψ-NMC ⊆
⋂

P∈Ψ

BP . (5)

Proof. The conclusion directly follows Lemma 5. �

In summary, we propose an index-based query algorithm, follow-

ing the two-step framework (verification and candidate generation).

We first generate the meta-path set X (line 1) and initialize 𝑐=1, a
hash map M𝑐 to store the corresponding community of every Ψ
(line 2). S𝑐 is initialized, in which each meta-path set contains a

meta-path in X (line 3). Then in the loop, we sort every Ψ ∈ S𝑐
in ascending order by the length sum of all meta-paths in Ψ (line

5), based on Lemma 11. Next, we initialize a set S∗
𝑐 to store the

valid size-𝑐 meta-path sets (line 6). For each Ψ ∈ S𝑐 , we verify the

existence of Ψ-NMC by IndexNMC (line 8). Specifically, for each

P ∈ Ψ, IndexNMC gets a BP with the help of CM-tree, computes

the intersection set of all BP , and calls function FastNMC (Algo-

rithm 3) to compute Ψ-NMC. The details of IndexNMC are in the

appendix of the technical report [28]. If Ψ-NMC exists, we use M𝑐

to record Ψ and its corresponding community (line 10), and call

function GenValidCan to generate a set of valid meta-path sets Y

based on Lemma 10 (line 11) to reduce the number of BΨ that needs

to be computed. If Ψ satisfies Lemma 12, then Ψ-NMC is the only

result community and we finish (line 12). To reduce unnecessary

verification of candidates, we add all meta-path sets in Y into S∗
𝑐

and remove them from S𝑐 (lines 13-14). After all candidates in S𝑐
are checked, we generate new size-(𝑐+1) meta-path sets via GenCan
(line 15), and 𝑐 is increased by 1. The whole loop is repeated until

there is no new candidate to be verified in S𝑐 (line 17). Finally, we

output all Ψ-NMCs inM𝑐−1 (line 18) as the communities.

Algorithm 5: Index-based query algorithm

Input: H, T,𝑄 , 𝑘
Output: Ψ-NMC with the maximum |Ψ |

1 invoke GenMetaPaths to generate meta-paths set X;

2 initialize 𝑐 ← 1, M𝑐 ← ∅;

3 initialize S𝑐 ← {{P} |P ∈ X};

4 repeat

5 sort all Ψ in S𝑐 in ascending order of
∑

P∈Ψ |P |;

6 S∗
𝑐 ← ∅;

7 foreach Ψ ∈ S𝑐 do

8 Ψ-NMC← IndexNMC(T, 𝑘 , Ψ,𝑄);

9 if Ψ-NMC exists then

10 M𝑐 .𝑝𝑢𝑡 (Ψ,BΨ) ;

11 Y ← GenValidCan(Ψ, T);

12 if Y = S𝑐 then output Ψ-NMC, return;

13 S∗
𝑐 ← S∗

𝑐 ∪ Y;

14 S𝑐 ← S𝑐 \ Y;

15 S𝑐+1 ← GenCan(S∗
𝑐 );

16 𝑐 ← 𝑐 + 1;

17 until S𝑐 = ∅;

18 foreach Ψ-NMC ∈ M𝑐−1 do output Ψ-NMC ;

Lemma 13. Algorithm 5 takes 𝑂 (
∑𝑐
𝑖=1

∑ |M𝑖 |
𝑗=1 ( |Ψ𝑗 | · (

1
2 · 𝐿 · 𝑛1 +∑𝐿

𝑘=1 𝑛𝑘 · 𝑏𝑘,𝑘+1) + Δ 𝑗 )) time, where Δ 𝑗 denotes the time cost of

FastNMC (Algorithm 3).

Proof. In Algorithm 5, it calls
∑𝑐
𝑖=1 |M𝑖 | times IndexNMC and

IndexNMC cost 𝑂 ( |Ψ𝑗 | · (
1
2 · 𝐿 · 𝑛1 +

∑𝐿
𝑘=1 𝑛𝑘 · 𝑏𝑘,𝑘+1) + Δ 𝑗 ) time

for each Ψ𝑗 . The details of IndexNMC are in the appendix of the

technical report [28]. Hence, Lemma 13 holds. �

5 EXPERIMENTS

We now present the experimental results. Section 5.1 discusses the

setup. We report the experimental results in Sections 5.2 and 5.3.
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Table 2: Datasets used in our experiments.

Dataset Vertices Edges
Vertex

types

Edge

types

Meta-

paths

PubMed 14,256 33,556 4 3 12

IMDB 854,616 3,898,144 4 3 12

DBLP 2,056,444 6,607,065 4 3 11

Foursquare 4,472,122 10,200,000 4 3 8

5.1 Setup

Datasets.Weuse four real star-schemaHINs: PubMed1 [51], IMDB2,

DBLP3 [49], and Foursquare4 [52, 53]. Table 2 shows their numbers

of vertices, edges, vertex types, and edge types. PubMed is a net-

work of genes, diseases, chemicals, and species, constructed from

PubMed5. IMDB contains the movie rating records since 2000, and

it has four types of vertices (authors, directors, writers and movies).

DBLP includes publication records in computer science areas, and

the vertex types are authors, papers, venues and topics. Foursquare

contains the check-in records in US, which has four types of vertices,

including records, users, venues, and categories.

Queries. For each dataset, we collect a set of meta-paths and its

size is reported in Table 2. Note that in line with existing works [18,

26, 45], we collect all the meta-paths with lengths at most four.

We generate 200 queries for each dataset. To generate a query,

we randomly select a meta-path and then select several vertices

with core numbers of 6 or more following [18], where the number

of selected vertices |𝑄 | varies from 2 to 5 with 2 as the default

value, which ensures that for every vertex in a query, there exists a

meaningful community containing it. By default, we set the value

of 𝑘 to 6 [18]. In the following reported results, each data point is

the average result for these 200 queries unless otherwise specified.

We implement all the algorithms in Java and run experiments on a

machine having an Intel(R) Xeon(R) Gold 6226R 2.90GHz CPU and

256GB of memory, with Ubuntu installed.

5.2 Effectiveness Evaluation

• Community compactness. To measure the community com-

pactness of communities, a commonly-used metric is the diam-

eter [18, 25]. To adapt it for communities in HINs, we use P-

distance [18], which is the minimum number of path instances

of P for linking two vertices (e.g., the P-distance between two

vertices linked by an instance of P is 1). We also compare CSSH

query with CSH query [18]. Specifically, we first run each CSSH

query and get the community with a set Ψ of shared meta-paths.

Then, for each P ∈ Ψ, we run the CSH query to get the community

with the same values of 𝑄 and 𝑘 .
We depict the average diameters for communities of CSSH and

CSH queries on four datasets in Figure 6(a). Clearly, the commu-

nities of CSSH queries have smaller diameters than those of CSH

queries, so our Ψ-NMC-based communities are more structurally

compact and their vertices tend to have closer relationships.

1https://github.com/yangji9181/HNE
2https://www.imdb.com/interfaces/
3https://www.aminer.cn/citation
4https://sites.google.com/site/yangdingqi/home/foursquare-dataset
5https://www.ncbi.nlm.nih.gov/pubmed/

(a) Community compactness (b) Member similarity

(c) Semantic richness (d) Relationships closeness

Figure 6: Results of effectiveness evaluation.

• Similarity of community members.We measure the simi-

larity of community members by PathSim [45]. Specifically, we first

find communities by CSH and CSSH queries, where the settings

of CSSH queries are similar to those in the experiment above, and

then compute the PathSim value for each pair of vertices in these

communities, respectively. Figure 6(b) shows the average PathSim

values on four datasets. Clearly, communities based on our Ψ-NMC

achieve higher similarity values than those based on (𝑘,P)-core

in the CSH queries, so our CSSH query is better to capture the

similarity among community members.

• Semantic richness. To measure the semantic richness of the

community, we count the number of meta-paths that the commu-

nity shares, by varying the size of the query vertex set (i.e., |𝑄 |).

Notice that in this experiment, the number of meta-paths that the

community shares is not simply the size of Ψ; instead, for a commu-

nity Ψ-NMC, we count the number of all meta-paths in Ψ, and also

the meta-paths whose nested meta-paths are in Ψ. For example, on

DBLP, if Ψ={𝐴𝑃𝐴}, then the number of meta-paths we count is 3,

since {𝐴𝑃𝐴} is nested in {𝐴𝑃𝑉𝑃𝐴} and {𝐴𝑃𝑇𝑃𝐴}. We report the

average results in Figure 6(c). Generally, as |𝑄 | becomes larger, the

number of shared meta-paths decreases, because a larger |𝑄 | means

that fewer (𝑘 , P)-cores can contain its vertices.

• Relationships closeness. To measure the relationships close-

ness of members of the community, we compute the average length

of meta-paths in the meta-path set Ψ, by varying |𝑄 |. We report

the average results in Figure 6(d). Clearly, as |𝑄 | becomes larger,

the average length of meta-paths increases, meaning that the rela-

tionships closeness becomes weak. This is because for a larger |𝑄 |,

we need longer meta-paths to form Ψ-NMCs containing 𝑄 .
•A case study.We run a CSSH query and two CSH queries [18]

on a small DBLP network with 50,663 vertices and 88,986 edges

(randomly extracted from the original network). In the CSSH query,

we set query vertex set 𝑄 = {Jiawei Han, Jeffrey Xu Yu, Yizhou

Sun} and 𝑘=4. We obtain a community where Ψ = {P1,P2}, where

P1 = (𝐴𝑃𝑉𝑃𝐴) andP2 = (𝐴𝑃𝑇𝑃𝐴). We draw it in Figure 9, where a
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(a) PubMed (b) IMDB (c) DBLP (d) FourSquare

Figure 7: Efficiency results of three query algorithms.

(a) PubMed (b) IMDB (c) DBLP (d) FourSquare

Figure 8: Scalability test for online query algorithms.

Figure 9: A community with 𝑄={Jiawei Han, Jeffrey Xu Yu,

Yizhou Sun} and 𝑘=4, where Ψ={(𝐴𝑃𝑉𝑃𝐴), (𝐴𝑃𝑇𝑃𝐴)}.

Table 3: Statistics of a case study on a small DBLP network.

Community Members PathSim Diameter

Ψ-NMC 18 0.153 4

(𝑘, P1)-core 96 0.0830 5

(𝑘, P2)-core 2,118 0.0142 7

yellow edge and a green edge mean two vertices linked by instances

of P1 and P2 respectively, and a blue edge means two vertices

linked by instances of both P1 and P2. In two CSH queries, we

use the same query vertex set and specify the query meta-path

as P1 and P2 respectively. Since their returned communities are

much larger, we do not draw them. Instead, we report the statistics

of three communities in Table 3. Clearly, our CSSH community

has the smallest community size as it needs to share the semantic

relationships of both P1 and P2. Besides, our CSSH community has

the largest value of PathSim and smallest diameter, so it is more

compact and has higher community member similarity.

5.3 Efficiency Evaluation

We now evaluate efficiency of both online and index-based query

algorithms, which are denoted by NaiveOnline, FastOnline, and
IndexQuery. In particular, the naive online algorithm NaiveOnline
and fast online algorithm FastOnline use HomNMC (Algorithm 2)

and FastNMC (Algorithm 3) to compute Ψ-NMC respectively.

• Online and index-based query algorithms. We show the

efficiency results of query algorithms by varying 𝑘 in Figure 7.

Clearly, FastOnline is up to two orders of magnitude faster than

NaiveOnline, since for each vertex with the target type, HomNMC
finds all its P-neighbors, while FastNMC only finds a small num-

ber of them. Meanwhile, as 𝑘 becomes larger, the running time

of FastOnline increases since a larger 𝑘 means finding more P-

neighbors, while the running time of NaiveOnline remains almost

stable as the main overhead comes from building the homogeneous

graphs. In addition, the index-based query algorithms are more

than two orders of magnitude faster than NaiveOnline and up to

one order of magnitude faster than FastOnline, indicating that

our CM-tree is effective for facilitating the queries.

• Scalability test. For each dataset, we randomly select 20%,

40%, 60%, 80% and 100% of its vertices and obtain five subgraphs

induced by these vertices respectively. Then, we run CSSH queries

using two online query algorithms and report the average efficiency

results in Figure 8. Generally, their time cost scales linearly with

the number of vertices in the graph, showing good scalability.

• Index space cost analysis. Recall that we propose three in-

dex compression strategies (i.e., MC, KC and MKC). To measure

their compression effectiveness, we adapt our CM-tree construction

algorithm by using three strategies respectively, and then count the
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Table 4: Results of index compression analysis.

Dataset 𝐿 (length) MKC KC MC

PubMed
2 5,348 5,348 331,706

4 15,712 16,044 3,661,457

IMDB
2 54,881 54,881 87,880

4 132,287 164,643 3,393,559

DBLP
2 785,104 785,104 3,891,749

4 2,348,595 2,355,312 7,647,951,943

FourSquare
2 129,039 129,039 129,039

4 382,357 387,117 588,368,051

(a) PubMed and IMDB (b) DBLP and FourSquare

Figure 10: Efficiency results of index construction.

total number of vertices stored in all index nodes. Table 4 shows the

results, where 𝐿 is the maximum length of all meta-paths. Clearly,

MKC is the most effective one for reducing the space cost.

• Index construction time analysis. To evaluate the index

construction algorithm, for each dataset, we randomly select 20%,

40%, 60%, 80% and 100% of its vertices and obtain five subgraphs

induced by these vertices respectively. Afterwards, for each dataset,

we set the max length of meta-path 𝐿=4 and randomly select a

target type, and report the efficiency results in Figure 10. We can

observe that the time cost is almost linear to the size of HINs, and

thus our index construction algorithm scales well on large HINs.

6 RELATEDWORK

The problems of network community retrieval contain two main

streams: community detection (CD) and community search (CS).

Community detection (CD). Earlier solutions [19, 36] mainly

employ link-based analysis to detect these communities. However,

most of them focus on homogeneous graphs, where vertices are

of the same type [16, 17, 37]. Some recent works [40, 41, 44, 46–

48, 61] focus on generating clusters/communities in HINs, which

can roughly be grouped into two classes according to vertex types in

the communities. The first class [4, 41, 44, 48] focuses on detecting

clusters, each of which contains objects with multiple types, while

the second class [46, 47, 61] aims to generate clusters of objects

with a specific type. In [46], Sun et al. proposed an algorithm to

generate clusters of a specific type of objects; in [47], a user-guided

algorithm is developed to cluster objects of a target type.

Community search (CS). CS aims to query densely connected

subgraphs containing a specific vertex or a set of vertices [11, 17,

18, 43, 54]. To measure the structure cohesiveness of a community,

people often use some cohesive subgraph models [17], like 𝑘-core
[1, 2, 8], 𝑘-truss [7, 9, 15, 29, 30, 58], 𝑘-clique [5, 10, 56] and 𝑘-edge
connected component [3, 22]. The 𝑘-core [1, 2, 8], which requires

each vertex having at least𝑘 neighbors within the community, is the

most frequently used one. For example, in [11], Cui et al. designed

a local search CS algorithm; in [16], Fang et al. used 𝑘-core for CS
on attributed graphs. Another group of CS works is based on the

𝑘-truss [7, 9, 15, 29, 30, 58]. For example, in [23, 25], the 𝑘-truss-
based community search is studied; in [6, 24], Huang et al. studied

CS using 𝑘-truss on attributed graphs. A recent survey of CS can

be found in [17].

While CS has been extensively studied, most of existing works

focus on conventional homogeneous networks and little attention

has been paid to the problem for HINs. Recently, researchers have

attempted to study CS over HINs [13, 18, 20, 27, 50, 54, 60]. In [18],

Fang et al. introduced a novel core model on HIN, which focuses on

a specific type of vertices and requires that each vertex is linked to

at least 𝑘 other vertices with the same type via meta-paths. In [27],

Jian et al. proposed the relational constraint that allows the user

to specify fine-grained connection requirements between vertices

and studied the problem of relational community search over HINs,

where the community involves nodes of multiple types. However,

all these existing studies suffer from several limitations, e.g., they

either require users to specify a meta-path or relational constraints.

Thus, how to effectively perform CS over HINs without specifying

these constraints is still an open question. To solve this problem, in

this paper we propose to study CS over the HIN with star-schema,

which is a representative type of HINs, without asking users to

specify these constraints, and also develop efficient solutions.

7 CONCLUSIONS

In this paper, we study the problem of Community Search over Star-

schema HINs (or CSSH problem in short), which aims to search

the most-likely community containing a set of query vertices 𝑄
from a star-schema HIN, without specifying the parameters like

meta-paths and relational constraints. To model the community

that can well capture the rich semantic relationships carried by

query vertices 𝑄 , we find the set of vertices under the meta-path-

based core model, by maximizing the set of shared meta-paths

satisfying the property of non-nestedness. We first develop efficient

online query algorithms. We further boost the query efficiency by

designing a novel compact index structure and an index-based query

algorithm. Our experimental results on four real large star-schema

HINs show that the proposed solutions are effective and efficient

for searching communities over large HINs. In the future, we will

study how to efficiently maintain the index on dynamic HINs, and

also use other cohesive subgraph models (e.g., clique-based models

[21, 57]) to formulate community models over HINs.
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