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ABSTRACT
The shortest path distance and related concepts lay the founda-

tions of many real-world applications in road network analysis.

The shortest path count has drawn much research attention in

academia, not only as a closeness metric accompanying the shorted

distance but also serving as a building block of centrality compu-

tation. This paper aims to improve the efficiency of counting the

shortest paths between two query vertices on a large road network.

We propose a novel index solution by organizing all vertices in a

tree structure and propose several optimizations to speed up the

index construction. We conduct extensive experiments on 14 real-

world networks. Compared with the state-of-the-art solution, we

achieve much higher efficiency on both query processing and index

construction with a more compact index.
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1 INTRODUCTION
Given the strong expressive power of the graph model, road maps

are often abstracted as graphs, aka road networks, in many real-

world location-based services and analytical tasks. In these applica-

tions, each road is represented by an edge, and each intersection of

roads is represented by a graph vertex. The real distance of each

road is modeled as a weight value for each edge in the graph. In

analyzing road networks, the concept of the shortest path is im-

portant and lays the foundation of many complex location-based

queries, like the shortest distance [32], kNN [33] and betweenness

centrality [6]. The distance or length of a path is the sum of weights

of all edges in the path. A path 𝑝 is the shortest path if there does

∗
Ying Zhang is the corresponding author.

This work is licensed under the Creative Commons BY-NC-ND 4.0 International

License. Visit https://creativecommons.org/licenses/by-nc-nd/4.0/ to view a copy of

this license. For any use beyond those covered by this license, obtain permission by

emailing info@vldb.org. Copyright is held by the owner/author(s). Publication rights

licensed to the VLDB Endowment.

Proceedings of the VLDB Endowment, Vol. 15, No. 10 ISSN 2150-8097.

doi:10.14778/3547305.3547315

v19

v20

v16 v15

v17

v18
v13

v14
v2

v1 v3

v5

v4

v6
v9v8

v7
v10 v11

v12

1
2

2
3

2
1

1

2
1

2

2 2

1

2

1

21

3
4

1

2
2 2 2

2
1
2

2
2

Figure 1: A road network 𝐺 (𝑉 , 𝐸).
not exist a path with the same terminal vertices and a distance value

smaller than 𝑝 . The shortest distance between two vertices is the

distance of their shortest path. It is a standard metric to evaluate

how close (or similar) the two vertices are.

A great deal of research effort has been contributed to effi-

ciently querying the shortest distance between query vertices in

graphs [4, 8, 22, 32, 41, 43]. However, a vertex may reach multi-

ple other vertices with the same shortest distance, which weakens

the effectiveness of the shortest distance as a closeness metric. A

recent work [42] breaks the tie by formulating the shortest path

counting problem, which aims to compute the number of shortest

paths between two query vertices in a graph. In this paper, we study

the shortest path counting problem on road networks, where the

distance is rounded to a specific precision, e.g., meters.

In real road network applications, more shortest paths indicate

more traffic options and more flexibility for route planning from the

start vertex to the destination. For instance, top-𝑘 nearest neighbors

search aims at finding 𝑘 objects close to the query vertex from a

candidate set. It is a key operator in taxi-hailing (e.g., Uber), restau-

rant (e.g., Tripadvisor), and hotel recommendation (e.g., Booking)

services. A candidate object can be more desirable than others

with the same or similar distance if many shortest paths lead to

the object since we have more backup routing plans and a higher

probability of avoiding traffic jams. For example, in a movie ticket

application, there are two cinemas with the similar shortest dis-

tance to the source location. We may prefer the one with more

shortest paths considering the traffic options. In addition to serv-

ing as a closeness metric, the shortest path count has been used

as a building block of betweenness centrality computation [34, 35].

On road networks, the betweenness centrality is widely used as

a static predictor of congestion and load, which helps predict the
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traffic flow [26]. Given a vertex 𝑢, the betweenness centrality of 𝑢,

denoted by 𝐶𝐵 (𝑢), is the fraction of shortest paths passing 𝑢, i.e.,

𝐶𝐵 (𝑢) =
∑
𝑠≠𝑢≠𝑡 ∈𝑉

spc𝑢 (𝑠,𝑡 )
spc(𝑠,𝑡 ) , where spc(𝑠, 𝑡) is the number of short-

est paths between 𝑠 and 𝑡 , and spc𝑢 (𝑠, 𝑡) is the number of paths pass-

ing 𝑢 in spc(𝑠, 𝑡). [35] observes that spc𝑢 (𝑠, 𝑡) = spc(𝑠,𝑢) · spc(𝑢, 𝑡)
if sd(𝑠,𝑢) +sd(𝑢, 𝑡) = sd(𝑠, 𝑡), where sd(𝑠, 𝑡) is the shortest distance
between 𝑠 and 𝑡 . Based on this property, several works precompute

the shortest distances and the shortest path counts for a set of

vertex pairs to approximately compute the betweenness central-

ity [7, 13, 35, 37]. The techniques in this paper can significantly

improve the efficiency of counting shortest paths and boost the

efficiency of betweenness centrality computation in practice. Apart

from road networks, the proposed method can also be applied to

other infrastructure networks, like power grid networks and public

transportation networks, which have a small tree height [12, 31].

The State-Of-The-Art Solution. The state-of-the-art algorithm
for shortest path counting is proposed in [42]. In [42], the authors

devise a labeling-based index by assigning a total order for all

vertices. Specifically, for each vertex𝑢, they precompute the shortest

distances and the shortest path counts to some vertices with higher

ranks than 𝑢 in the order. To query the number of shortest paths

between two vertices 𝑢 and 𝑣 , they find every common vertex in

the label sets of these two vertices. Each common vertex 𝑝 acts as

a bridge to connect two shortest sub-paths. The sum of two sub-

paths’ distances is their distance, and the product of two sub-paths’

counts is the number of the shortest paths between𝑢 and 𝑣 in terms

of 𝑝 in the index. They sum the counts for all common vertices

whose corresponding distances are the shortest between 𝑢 and 𝑣 .

Challenges.Their indexing schemeworkswell as a generalmethod.

However, there still exist several challenges and room for improve-

ment. First, based on a total vertex order, a low-ranking vertex may

have a large number of labels in the index. More labels imply more

index space usage and more comparisons in the query processing.

Second, they order the labels for each vertex and perform a merge-

sort-like strategy to find common vertices in query processing.

Given that the label size for each vertex is not well-bounded, the

query strategy needs to access all labels, thus incurring much time

overhead. Third, to compute the order-based labels, [42] searches

every vertex in the induced subgraph of all vertices with lower

ranks. The search space can be the whole graph, which makes the

index construction inefficient in large graphs.

Our Approach. In this paper, we propose a new labeling-based

index structure that is carefully defined for road networks and other

sparse graphs. We adopt the concept of tree decomposition [11]

and propose a tree-based labeling structure, given that real-world

road networks normally have a low average degree and small

treewidth [32, 33]. Specifically, we organize all vertices in the graph

into a tree structure such that there is a one-to-one correspondence

between the vertices and the tree nodes. By our indexing scheme,

we only store a label for each ancestor of a vertex in the tree, which

bounds the label size of each vertex well. In query processing, we de-

rive several useful properties which enable us to only consider the

common ancestors of two query vertices in the tree. As a result, we

only check a small number of labels which significantly improves

the query efficiency. Our index is also a labeling-based structure

and satisfies the concept of exact shortest path covering defined in

[42]. Their hub-pushing-based index construction paradigm can be

naturally adapted to construct our tree-based index. To improve the

indexing efficiency, we propose a new index construction frame-

work and avoid the costly graph search in [42]. The critical step

in index construction is to compute the shortest distance and path

count for a vertex 𝑢 to one of its ancestor 𝑣 . We propose several

rules to reduce all the descendants of 𝑢 in the tree while preserving

the correctness of all shortest paths in the small reduced graph. We

compute the result from 𝑢 to 𝑣 by utilizing the values derived in

previous rounds and avoid searching the graph by only scanning

the neighbors of 𝑢 in the reduced graph.

Contributions. We summarize our main contributions as follows.

• A novel tree-based index algorithm.We design a novel index struc-

ture called TL-Index. Let 𝑛 be the number of vertices, ℎ be the

treeheight, and 𝑤 be the treewidth. Our index size is bounded

by 𝑂 (𝑛ℎ), and the query time is bounded by 𝑂 (ℎ). By contrast,

the index size and the query processing time of the state-of-

the-art solution are bounded by 𝑂 (𝑛𝑤 log𝑛) and 𝑂 (𝑤 log𝑛), re-
spectively [42]. As shown in our experiments ( Section 5), ℎ is

much smaller than𝑤 log𝑛 in real-world graphs. For instance of

the New York City map, we have ℎ = 505 and 𝑤 log𝑛 = 2412.

Therefore, our solution achieves higher query efficiency than the

state-of-the-art method with smaller space usage.

• A new index construction paradigm. We propose a new paradigm

to construct the index and two optimizations to improve effi-

ciency. Compared to the index construction framework proposed

in [42], we improve the time complexity of index construction

from𝑂 (𝑛ℎ2+𝑛ℎ log𝑛) to𝑂 (𝑛ℎ𝑤 +𝑛 log𝑛), because𝑤 is typically

several times smaller than ℎ in practice.

• Extensive experiments and evaluations. We conduct extensive

experiments on 14 real-world networks, including the USA map

with 24 million vertices and 58 million edges. The state-of-the-art

method cannot finish indexing within 24 hours on the USA map,

while our proposed method only takes one hour. On other large

real-world maps, our method achieves 20 times faster indexing

and seven times faster querying than the state-of-the-art method.

The results validate the effectiveness of our index structure and

the efficiency of the indexing algorithm.

2 PRELIMINARIES
2.1 Problem Statement
We consider a road network𝐺 = (𝑉 , 𝐸, 𝜙) which is usually a degree-
bounded, connected, and weighted graph. 𝑉 (𝐺) is a set of vertices,
𝐸 (𝐺) is a set of edges, and 𝜙 : 𝑒 ∈ 𝐸 (𝐺) ↦→ 𝑁 + is a weight function
for each edge. We mainly focus on undirected graphs in this paper.

Our techniques can be easily extended to directed graphs and other

sparse graphs. When it is clear from the context, we use 𝑉 and 𝐸

to denote 𝑉 (𝐺) and 𝐸 (𝐺), and use 𝑛 = |𝑉 | and𝑚 = |𝐸 | to denote

the numbers of vertices and edges, respectively. We denote all

neighbors of a vertex 𝑣 in 𝐺 as 𝑁𝐺 (𝑣) = {𝑢 | (𝑢, 𝑣) ∈ 𝐸 (𝐺)}. We

use 𝑁 (𝑣) to denote 𝑁𝐺 (𝑣) when the context is obvious. We use

𝜙 (𝑒) to denote the weight of an edge 𝑒 ∈ 𝐸. On road networks, the

edge weight may represent the actual length or the travel time of a

road segment. A (simple) path
1 𝑝 = (𝑣1, 𝑣2, . . . , 𝑣𝑘 ) is a sequence of

1
In this paper, the term "path" always means a simple path.
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distinct vertices where (𝑣𝑖 , 𝑣𝑖+1) ∈ 𝐸 for all 1 ≤ 𝑖 < 𝑘 . The length

of a path 𝑝 , denoted by 𝜙 (𝑝), is the sum of weights of all edges on

the path, i.e., 𝜙 (𝑝) = ∑𝑘−1
𝑖=1 𝜙 (𝑒 (𝑣𝑖 , 𝑣𝑖+1)). Given two vertices 𝑠 and

𝑡 , the shortest distance between 𝑠 and 𝑡 , denoted by sd(𝑠, 𝑡), is the
smallest length of all paths between 𝑠 and 𝑡 . A path 𝑝 between 𝑠 and

𝑡 is a shortest path if 𝜙 (𝑝) = sd(𝑠, 𝑡). We denote the set of all the

shortest paths between 𝑠 and 𝑡 in the graph 𝐺 by 𝑃𝐺 (𝑠, 𝑡), and we

use 𝑃 (𝑠, 𝑡) when context is obvious. The number of shortest paths

is denoted by spc(𝑠, 𝑡), i.e., spc(𝑠, 𝑡) = |𝑃 (𝑠, 𝑡) |.
Problem Definition Given a road network 𝐺 and two query ver-

tices 𝑞 = (𝑠, 𝑡), the shortest path counting problem aims to effi-

ciently compute the number of shortest paths between 𝑠 and 𝑡 .

Example 1. Figure 1 shows an example of a road network𝐺 (𝑉 , 𝐸, 𝜙)
with 20 vertices and 29 edges. The weight is marked on each edge.

Considering vertices 𝑣6 and 𝑣16, there are many paths between them,

such as 𝑝1 = (𝑣6, 𝑣8, 𝑣14, 𝑣16) and 𝑝2 = (𝑣6, 𝑣4, 𝑣3, 𝑣1, 𝑣13, 𝑣14, 𝑣16). We

have 𝜙 (𝑝1) = 9 and 𝜙 (𝑝2) = 10, and 𝑝2 is not a shortest path. Given

that there is no other path 𝑝 with length less than 𝑝1, 𝑝1 is a shortest

path, and the shortest distance between 𝑣6 and 𝑣16 is 9. There are also

5 other paths with the same length 9 between 𝑣6 and 𝑣16. Therefore,

the number of shortest paths between 𝑣6 and 𝑣16 is 6 in 𝐺 .

A Basic Online Method. The shortest path count can be straight-

forwardly derived as a byproduct of the Dijkstra’s algorithm in

computing the shortest distance. Specifically, we use a queue to

maintain all visited vertices with a priority of distance to the source

vertex. For each visited vertex during the search, in addition to

maintaining the distance from the source vertex, we store the cor-

responding shortest path count. Given a vertex 𝑣 , let 𝐷 [𝑣] and
𝐶 [𝑣] be intermediate shortest distance and shortest path count,

respectively. When exploring 𝑣 from a neighbor 𝑢 of 𝑣 , if a shorter

distance (i.e., 𝐷 [𝑢] +𝜙 (𝑢, 𝑣) < 𝐷 [𝑣]) is found, we replace 𝐷 [𝑣] and
𝐶 [𝑣] with 𝐷 [𝑢] +𝜙 (𝑢, 𝑣) and𝐶 [𝑢], respectively. If 𝐷 [𝑢] +𝜙 (𝑢, 𝑣) =
𝐷 [𝑣], we add 𝐶 [𝑢] to 𝐶 [𝑣]. We do not update 𝐶 [𝑣] and 𝐷 [𝑣] if
𝐷 [𝑢] + 𝜙 (𝑢, 𝑣) > 𝐷 [𝑣]. The online method works but may suffer

from weak scalability in large graphs since all edges in the graph

will be scanned in the worst case.

2.2 The State of the Art: Hub Labeling
Zhang and Yu [42] proposed a hub-labeling-based algorithm to

count shortest paths efficiently. They first introduce the exact short-

est path covering (ESPC) that guarantees to cover all shortest paths

without redundancy and then propose a corresponding hub push-

ing algorithm to build the index. More specifically, for each vertex

𝑢, they precompute a collection of labels 𝐿(𝑢), and each label is a

triplet (𝑤, sd(𝑢,𝑤), 𝛿𝑢,𝑤), where sd(𝑢,𝑤) is the shortest distance
between 𝑢 and 𝑤 , and 𝛿𝑢,𝑤 is the number of a subset of shortest

paths between 𝑢 and𝑤 in the graph (i.e., 𝛿𝑢,𝑤 ≤ spc(𝑢,𝑤)). Given
two query vertices 𝑢 and 𝑣 , the shortest path count is computed

based on the following equation.

spc(𝑢, 𝑣) =
∑︁

𝑤∈𝐿 (𝑢),𝑤∈𝐿 (𝑣),sd(𝑢,𝑤)+sd(𝑣,𝑤)=sd(𝑢,𝑣)
𝛿𝑢,𝑤 · 𝛿𝑣,𝑤 (1)

In Equation (1), the shortest distance sd(𝑢, 𝑣) can be derived by the

formula min𝑤∈𝐿 (𝑢),𝑤∈𝐿 (𝑣) sd(𝑢,𝑤) + sd(𝑣,𝑤).

v1
v3

v5

v4
v2
v6

Vertex 𝐿(·)
𝑣1 (𝑣1, 0, 1)
𝑣2 (𝑣2, 0, 1), (𝑣1, 1, 1)
𝑣3 (𝑣3, 0, 1), (𝑣2, 2, 1), (𝑣1, 1, 1)
𝑣4 (𝑣4, 0, 1), (𝑣3, 1, 1), (𝑣2, 1, 1), (𝑣1, 2, 2)
𝑣5 (𝑣5, 0, 1), (𝑣2, 2, 1), (𝑣1, 1, 1)
𝑣6 (𝑣6, 0, 1), (𝑣5, 1, 1), (𝑣2, 1, 1), (𝑣1, 2, 2)

Figure 2: A simple graph and its hub-labeling index given
the vertex order 𝑣1 ≤ 𝑣2 ≤ 𝑣3 ≤ 𝑣4 ≤ 𝑣5 ≤ 𝑣6.

For index construction, Zhang and Yu [42] assign a total order

≤ for all vertices. They process vertices in descending order. For

each vertex 𝑤 ∈ 𝑉 , they perform a search from 𝑤 in the induced

subgraph of all the vertices whose orders are not higher than 𝑤 .

The shortest distance and shortest path count from𝑤 to each vertex

𝑣 are collected in the search, and a corresponding label is added

to 𝐿(𝑣). During the search, if a shorter distance between 𝑤 and

𝑣 is found based on the existing labels of 𝑤 and 𝑣 (i.e., a vertex

with a high order than𝑤 covers the shortest path of𝑤 and 𝑣), they

prune the search space and stop to search the neighbors of 𝑣 . The

algorithm finishes in 𝑛 iterations.

Example 2. Weuse a simple graph in Figure 2 to illustrate the index

structure of [42]. We assume that the total order is 𝑣1 ≤ 𝑣2 ≤ 𝑣3 ≤
𝑣4 ≤ 𝑣5 ≤ 𝑣6. The labels of all six vertices are presented on the right.

Give a pair of query vertices 𝑣4 and 𝑣5, we have the shortest distance

sd(𝑣4, 𝑣5) = min{sd(𝑣4, 𝑣2) + sd(𝑣5, 𝑣2), sd(𝑣4, 𝑣1) + sd(𝑣5, 𝑣1)} = 3,

and the number of shortest paths spc(𝑣4, 𝑣5) = 𝛿 (𝑣4, 𝑣2) · 𝛿 (𝑣5, 𝑣2) +
𝛿 (𝑣4, 𝑣1) · 𝛿 (𝑣5, 𝑣1) = 1 × 1 + 2 × 1 = 3.

Several optimizations are also developed in [42] to reduce the in-

dex size. Given that both query efficiency and index size are closely

related to the label size, they also analyze the maximum label size

for each vertex for several types of graphs. We will compare their

theoretical results with our method on road networks in Section 3.2.

2.3 Opportunities
We first analyze the limitations of the state-of-the-art method. In

[42], the label size for a vertex can be very large, andwe need to scan

all the labels of two query vertices in the worst case. To precompute

the labels for each vertex, their method scans the induced subgraph

of all vertices with lower ranks. When processing the first vertex,

the entire graph is scanned, and searching a large graph is costly.

The key to improving the efficiency of counting shortest paths

is to reduce the number of label comparisons in query processing.

To this end, we organize vertices in a tree structure called tree

decomposition [18] and proposed a tree-based index structure. Even

though tree decomposition has been used in existing works to

compute the shortest distance on road networks, the main technical

challenge in our problem is to avoid the redundancy of query results,

which is quite different from existing studies.

A straightforward idea to construct our index is to adopt a sim-

ilar framework in the hub-labeling method, where high-ranking

vertices are first processed. We significantly improve the efficiency

of index construction by adopting a reverse framework. We first

process low-ranking vertices so that all intermediate information

can be fully utilized when high-ranking vertices are processed. We

propose graph reduction techniques to guarantee the correctness

2100
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Figure 3: Tree decomposition 𝑇𝐺 of 𝐺 .
of our new computing framework. We also propose a rule to relax

the index definition, which reduces the computational cost but still

guarantees correctness.

3 TREE-BASED SHORTEST PATH COUNTING
We propose a new labeling-based index carefully defined based on

a tree structure of all vertices in the graph. Compared to the state

of the art, our solution achieves higher efficiency for both query

processing and index construction with a more compact index.

3.1 Tree Decomposition
Tree Decomposition has been used in many applications to speed

up certain graph computational problems [18]. We give the formal

definition as follows.

Definition 1. (Tree Decomposition) Given a graph𝐺 (𝑉 , 𝐸), a
tree decomposition of 𝐺 , denoted as 𝑇𝐺 , is a tree in which every tree

node 𝑋 ∈ 𝑇𝐺 is a subset of 𝑉 (i.e., 𝑋 ⊆ 𝑉 ) such that the following

conditions hold:

(1)

⋃
𝑋 ∈𝑇𝐺 𝑋 = 𝑉 ;

(2) for every (𝑢, 𝑣) ∈ 𝐸, there exists 𝑋 ∈ 𝑇𝐺 such that 𝑢 ∈ 𝑋 and

𝑣 ∈ 𝑋 ;

(3) for every 𝑢 ∈ 𝑉 , {𝑋 |𝑢 ∈ 𝑋 } forms a connected subtree of 𝑇𝐺 .

Definition 2. (Treewidth and Treeheight) Given a tree de-

composition𝑇𝐺 of a graph𝐺 , the treewidth of𝑇𝐺 , denoted by𝑤 (𝑇𝐺 ),
is one less than the maximum cardinality of all nodes in 𝑇𝐺 , i.e.,

𝑤 (𝑇𝐺 ) = max𝑋 ∈𝑇𝐺 |𝑋 | − 1. The treeheight, denoted by ℎ(𝑇𝐺 ), is the
maximum depth of all nodes in𝑇𝐺 where the depth of a node 𝑋 is the

distance from 𝑋 to the root node in 𝑇𝐺 .

We use𝑤 and ℎ to denote treewidth and treeheight, respectively,
when it is clear from the context. It is important to note that we can

derive a tree decomposition of a road network with low treewidth
and low treeheight values. For example, on the road network of New

York City with 264,346 vertices and 733,846 edges, we can construct

a tree decomposition with a treeheight of 505 and a treewidth of

134. Detailed statistics for other datasets can be found in Table 1.

Tree Decomposition Construction. Given a graph𝐺 , there could

bemultiple tree decompositions, and it is NP-Complete to determine

the minimized treewidth of all tree decompositions of𝐺 [5]. In this

paper, we adopt a sub-optimal tree decomposition method proposed

in [27] with a time complexity of𝑂 (𝑛 · (𝑤2 + log𝑛)). The method is

relatively efficient in practice and has been used in several research

works on road networks [16, 32, 33]. It processes each vertex in a

greedy way. Specifically, in each iteration, the algorithm picks the

vertex 𝑣 with the smallest degree and creates a corresponding tree

node 𝑋 (𝑣) with all neighbors of 𝑣 in the graph. Then, it removes

𝑣 and updates the graph by adding an edge between every pair of

unconnected neighbors of 𝑣 . Assume𝑢 is the first removed neighbor

of 𝑣 after removing 𝑣 , we set 𝑋 (𝑢) as the parent of 𝑋 (𝑣) in the

tree decomposition. The algorithm terminates after removing all

vertices, and we get the tree decomposition of the given graph.

It is straightforward to see that the derived tree decomposition

contains 𝑛 nodes, and there is a one-to-one correspondence from

graph vertices to tree nodes. In the rest, we assume this property

holds, and tree decomposition is computed using the method in [27].

We always refer to each 𝑣 ∈ 𝑉 in graphs as a vertex and refer

to each 𝑋 ∈ 𝑇𝐺 as a (tree) node. We use the vertex 𝑣 instead of the

tree node 𝑋 (𝑣) for simplicity when it is clear from the context. The

depth of a vertex 𝑣 , denoted by Depth(𝑣), is the number of edges

from the tree node 𝑋 (𝑣) to the root node. The ancestor set of a

vertex 𝑣 , denoted by A(𝑣) is the set of vertices 𝑢 such that 𝑋 (𝑢) is
an ancestor of 𝑋 (𝑣) in the tree decomposition. The subtree set of a

vertex 𝑣 , denoted by T(𝑣), is the set of vertices 𝑢 such that 𝑋 (𝑢) is
in the subtree rooted by 𝑋 (𝑣) in the tree decomposition.

Example 3. Figure 3 shows a tree decomposition 𝑇𝐺 for the road

network in Figure 1. To construct such a tree decomposition, we first

pick the vertex with the lowest degree. Suppose we pick 𝑣19 and create

a tree node 𝑋 (𝑣19) with its neighbors 𝑣20 and 𝑣17. We then remove

𝑣19 and add an edge between 𝑣17 and 𝑣20. We repeat the above process

until all the vertices are removed. Assume 𝑣20 is the first removed

neighbor of 𝑣19, we set 𝑋 (𝑣20) as the parent of 𝑋 (𝑣19). We repeat

the process and get a tree with 20 tree nodes. The corresponding tree

node of the vertex 𝑣3 is 𝑋 (𝑣3) = {𝑣3, 𝑣2, 𝑣6, 𝑣13}. The ancestors of 𝑣3
are A(𝑣3) = {𝑣14, 𝑣6, 𝑣13, 𝑣2}, and the subtree set of 𝑣3 is T(𝑣3) =
{𝑣3, 𝑣5, 𝑣1, 𝑣4}. For the vertex 𝑣13, all tree nodes containing 𝑣13 form a

connected subtree and are marked in the red area in Figure 3.

3.2 TL-Index
We propose a new index structure, named TL-Index, to count short-

est paths based on tree decomposition. Compared to the state-of-

the-art hub-labeling-based index, the only similar part in TL-Index

is, conceptually, to store a set of labeling vertices with correspond-

ing distance and count values to each vertex 𝑣 . We carefully pick

the labeling values by utilizing tree decomposition. We organize

the labels in a structure that can avoid the merge-sort-like style

query mechanism in [27] and achieve higher query efficiency. The

details of query processing can be found in Section 3.3. Below, we

introduce an important definition which is crucial to guarantee the

correctness of the index.

Definition 3. (Convex Path) Given a tree decomposition 𝑇𝐺
of graph 𝐺 (𝑉 , 𝐸), a path 𝑝 = (𝑠, 𝑣1, 𝑣2, . . . , 𝑣𝑘 , 𝑡) between two ver-

tices 𝑠 and 𝑡 is a convex path if for every 1 ≤ 𝑖 ≤ 𝑘 , the depth of

𝑋 (𝑣𝑖 ) is larger than the smaller one of 𝑋 (𝑠) and 𝑋 (𝑡), i.e., ∀1 ≤ 𝑖 ≤
𝑘,Depth(𝑣𝑖 ) > min(Depth(𝑠),Depth(𝑡)).
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Figure 4: The TL-Index for 𝐺 .
Example 4. Given the graph 𝐺 in Figure 1 and its tree decomposi-

tion 𝑇𝐺 in Figure 3, the path (𝑣6, 𝑣8, 𝑣7, 𝑣10) is a convex path. This is
because Depth(𝑣7) > Depth(𝑣8) > min(Depth(𝑣6),Depth(𝑣10)).
The path (𝑣6, 𝑣8, 𝑣14, 𝑣16) is not a convex path, as Depth(𝑣14) <

min(Depth(𝑣6),Depth(𝑣16)).

Let ⊙ be the concatenation of two paths. We provide a support

lemma followed by the key theorem motivating our index below.

Lemma 1. Given a tree decomposition 𝑇𝐺 and an arbitrary path 𝑝

in 𝐺 , there exists only one vertex in 𝑝 with the lowest depth.

Proof. We prove Lemma 1 by contradiction. Given a path 𝑝 ,

suppose we have 𝑢, 𝑣 ∈ 𝑝 , and both 𝑢 and 𝑣 have the lowest depth

in 𝑝 . Thus, 𝑇 (𝑢) and 𝑇 (𝑣) must be two disjoint sub-trees in 𝑇𝐺 . We

denote the sub-path between 𝑢 and 𝑣 by (𝑢,𝑤1,𝑤2, . . . ,𝑤𝑖−1,𝑤𝑖 , 𝑣).
We first consider the 𝑢 side. As (𝑢,𝑤1) ∈ 𝐸, based on Definition 1

(2), we know ∃𝑋 ∈ 𝑇𝐺 , 𝑢 ∈ 𝑋,𝑤1 ∈ 𝑋 . Based on Definition 1 (3),

𝑋 (𝑢) and 𝑋 should be in the same sub-tree, 𝑋 (𝑤1) and 𝑋 should

also be in the same sub-tree, i.e., 𝑋 (𝑢) and 𝑋 (𝑤1) should be in the

same sub-tree. As 𝑢 has the minimum depth, we have 𝑤1 ∈ 𝑇 (𝑢).
We similarly have𝑤2 ∈ 𝑇 (𝑢), . . . ,𝑤𝑖 ∈ 𝑇 (𝑢). On the 𝑣 side, we also

have𝑤𝑖 ∈ 𝑇 (𝑣) where the contradiction exists. □

Theorem 1. Given an arbitrary path 𝑝 (𝑣1, 𝑣2, . . . , 𝑣𝑘 ), either 𝑝 is

a convex path or there exists one and only one pair of convex paths

𝑝1 and 𝑝2 such that 𝑝 = 𝑝1 ⊙ 𝑝2.

Proof. Based on Lemma 1, given a non-convex path 𝑝 between

two vertices 𝑠 and 𝑡 , assume that 𝑣 is the vertex with the smallest

depth in 𝑝 . We have 𝑣 ≠ 𝑠 and 𝑣 ≠ 𝑡 . Otherwise, 𝑝 is a convex

path. Therefore, 𝑝 can be divided to two sub-paths from 𝑣 , and both

sub-paths are convex paths. □

Based on Theorem 1, each shortest path is either a convex short-

est path or a concatenation of two convex shortest paths, given

that any sub-path of a shortest path is also a shortest path. Here, a

convex shortest path is a convex path that has the same length as

the shortest path between two terminal vertices in the graph. To

compute the shortest path count for any pair of vertices, our idea

is to precompute the distance and the count of all convex shortest

paths between each possible pair of vertices. Note that the number

of convex shortest paths is significantly smaller than that of all

shortest paths, which is supported by the following lemma.

Lemma 2. Given a tree decomposition 𝑇𝐺 of a graph 𝐺 and an

arbitrary path 𝑝 , let 𝑣 be the vertex with the smallest depth in 𝑝 . 𝑣 is

the ancestor of all other vertices in 𝑝 .

The shortest paths between two vertices 𝑠 and 𝑡 can be divided

into two types. The first is the convex shortest path between 𝑠 and

𝑡 , and the other is the concatenation of two convex shortest paths

from 𝑠 and 𝑡 , respectively. It is easy to see that for a non-convex

shortest path 𝑝 , two convex sub-paths join at the vertex with the

smallest depth in 𝑝 . Therefore, our index stores the count of each

precomputed convex shortest path as a label of the terminal vertex

with a larger depth. We formally define the index as follows.

Definition 4. Given a road network 𝐺 ,TL-Index precomputes:

(1) a tree structure of all vertices by tree decomposition;

(2) the shortest distance from each vertex to all its ancestors;

(3) the convex shortest path count from each vertex to all its

ancestors.

Note that by a tree structure in Definition 4, we discard all ver-

tices except 𝑣 in each tree node𝑋 (𝑣) and use 𝑣 as a tree node instead
of the original vertex set 𝑋 (𝑣).

Example 5. We show the TL-Index for the road network 𝐺 (Fig-

ure 1) in Figure 4 based on the tree decomposition 𝑇𝐺 in Figure 3. For

simplicity, we only show a part of the index. The index is based on the

tree structure of the tree decomposition. For each vertex (index tree

node), we store the shortest distance and the corresponding convex

shortest path count to each ancestor. The label for the ancestor close to

the root is arranged in the front. We take the vertex 𝑣17 as an example.

As we mark in Figure 4, the shortest distance between 𝑣17 and 𝑣6 is 9,

and there is only 1 convex shortest path. The shortest distance between

𝑣17 and 𝑣14 is 4, and its corresponding convex shortest path count is 1.

Note that in the labels of 𝑣20, the count value for 𝑣6 is 0 since there is

no convex path between them whose length is less than or equal to 11.

Theorem 2. The space complexity of TL-Index is 𝑂 (𝑛 · ℎ).

Zhang and Yu [42] also analyze the space usage of their proposed

hub-labeling index for graphs with small treewidth. They show that

their index size can be bounded by 𝑂 (𝑤𝑛 log𝑛) if the vertex order
is carefully arranged, where𝑤 is the treewidth, and 𝑛 is the number

of vertices. Our index size is much smaller given that ℎ is much

smaller than𝑤 log𝑛. The statistics (e.g.,𝑤 , ℎ and 𝑛) of each dataset

evaluated in experiments is provided in Table 1. We also compare

the practical index size in Figure 12.

3.3 Query Processing with TL-Index
We propose the query processing algorithm in this section. Our TL-

Index is also a labeling-based index that satisfies the criteria of exact

shortest path covering (ESPC) defined in [42]. Given two query

vertices 𝑠 and 𝑡 , the general idea is to identify all common labeling

vertices as shown in Equation (1). We utilize the tree structure to

bound the common labels of query vertices. In this way, we avoid

the merge-sort-like strategy to process labels of two query vertices
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Algorithm 1: TL-Query

Input: the TL-Index and two query vertices 𝑠, 𝑡

Output: the shortest distance sd(𝑠, 𝑡), and corresponding

count spc(𝑠, 𝑡)
1 𝑣 ← the LCA of 𝑠 and 𝑡 in the tree;

2 𝑑 ←∞, 𝑐 ← 0;

3 foreach 𝑢 ∈ A(𝑣) ∪ {𝑣} do
4 𝑑 ′ ← sd(𝑠,𝑢) + sd(𝑢, 𝑡);
5 if 𝑑 ′ < 𝑑 then
6 𝑑 ← 𝑑 ′;
7 𝑐 ← cspc𝑠,𝑢 · cspc𝑢,𝑡 ;
8 else if 𝑑 ′ = 𝑑 then
9 𝑐 ← 𝑐 + cspc𝑠,𝑢 · cspc𝑢,𝑡 ;

10 return 𝑑 and 𝑐

in Equation (1) and speed up the query processing by visiting a

limited number of common vertices directly. We reduce the visited

labels in query processing by the following lemma.

Lemma 3. Given two query vertices 𝑠 and 𝑡 , let CA(𝑠, 𝑡) be the set
of vertices 𝑣 such that 𝑋 (𝑣) is a common ancestor

2
of 𝑋 (𝑠) and 𝑋 (𝑡).

For each shortest path 𝑝 between 𝑠 and 𝑡 , let 𝑢 be the vertex with the

lowest depth in 𝑝 . We have 𝑢 ∈ CA(𝑠, 𝑡).

Based on Lemma 3, the shortest distance path count between 𝑠

and 𝑡 can be computed using the following equation.

spc(𝑠, 𝑡) =
∑︁

𝑣∈CA(𝑠,𝑡 ),sd(𝑠,𝑣)+sd(𝑣,𝑡 )=sd(𝑠,𝑡 )
cspc𝑠,𝑣 · cspc𝑣,𝑡 , (2)

where cspc𝑠,𝑣 denotes the number of all convex shortest paths

between vertices 𝑠 and 𝑣 . The shortest distance between 𝑠 and 𝑡 can

be computed as follows.

sd(𝑠, 𝑡) = min

𝑣∈CA(𝑠,𝑡 )
sd(𝑠, 𝑣) + sd(𝑣, 𝑡) (3)

We provide the query processing algorithm based on TL-Index

in Algorithm 1. We first compute the LCA of 𝑠 and 𝑡 in line 1. Then,

for each common ancestor of 𝑠 and 𝑡 , we initialize the shortest path

count if a shorter distance is found (lines 5–7). We increase the

existing count if the same distance value is found (lines 8–9).

Theorem 3. The time complexity of Algorithm 1 is𝑂 (ℎ), where ℎ
is the treeheight of the tree decomposition 𝑇𝐺 .

Proof. In line 1 of Algorithm 1, it takes 𝑂 (1) time to find the

LCA [9]. In line 3, the size ofA(𝑣)∪{𝑣} is bounded by the treeheight
ℎ of 𝑇𝐺 . □

4 INDEX CONSTRUCTION
We propose algorithms for index construction in this section. Sec-

tion 4.1 extends the framework in the state of the art and presents a

non-trivial indexing algorithm. Sections 4.2, 4.3, 4.4, and 4.5 propose

optimizations and our improved algorithm for index construction.

2
Each tree node is also regarded as an ancestor of itself in Lemma 3.

Algorithm 2: TL-Construct
Input: A road network 𝐺 (𝑉 , 𝐸, 𝜙)
Output: The TL-Index of 𝐺

1 𝑇𝐺 ← TreeDecomposition(𝐺);
2 foreach 𝑋 (𝑢) ∈ 𝑇𝐺 in a top-down manner do
3 foreach 𝑣 ∈ T(𝑢) do 𝐷 [𝑣] = ∞;
4 𝐷 [𝑢] = 0,𝐶 [𝑢] = 1;

5 𝑄 ← an empty queue prioritized by 𝐷 [·];
6 𝑄.𝑒𝑛𝑞𝑢𝑒𝑢𝑒 (𝑢);
7 while 𝑄 is not empty do
8 𝑣 ← 𝑄.𝑑𝑒𝑞𝑢𝑒𝑢𝑒 ();
9 𝑑 ← min𝑝∈A(𝑢) sd(𝑢, 𝑝) + sd(𝑝, 𝑣);

10 if 𝑑 < 𝐷 [𝑣] then
11 sd(𝑢, 𝑣) ← 𝑑, cspc(𝑢, 𝑣) ← 0;

12 continue

13 else sd(𝑢, 𝑣) ← 𝐷 [𝑣], cspc(𝑢, 𝑣) ← 𝐶 [𝑣] ;
14 foreach 𝑣 ′ ∈ 𝑁 (𝑣) do
15 𝑛𝑑 ← 𝐷 [𝑣] + 𝜙 (𝑣, 𝑣 ′);
16 if 𝐷 [𝑣 ′] > 𝑛𝑑 ∧ Depth(𝑣 ′) > Depth(𝑢) then
17 𝐷 [𝑣 ′] ← 𝑛𝑑,𝐶 [𝑣 ′] ← 𝐶 [𝑣];
18 𝑄.𝑒𝑛𝑞𝑢𝑒𝑢𝑒 (𝑣 ′)
19 else if 𝐷 [𝑣 ′] = 𝑛𝑑 then
20 𝐶 [𝑣 ′] ← 𝐶 [𝑣 ′] +𝐶 [𝑣];

4.1 Basic Index Construction by Hub Pushing
In [42], the authors propose a hub-pushing algorithm to construct

an order-based labeling index. We introduce a non-trivial baseline

named TL-Construct by extending their framework.

The pseudocode of TL-Construct is provided in Algorithm 2.

Given the tree decomposition, TL-Construct processes vertices in
a top-down manner in the tree. The algorithm runs in 𝑛 rounds.

In each round (lines 2–20), we pick the vertex 𝑢 with the smallest

depth in the tree and break the tie by picking an arbitrary one. We

search from 𝑢 with a distance priority. The arrays 𝐷 [·] and 𝐶 [·]
store the distance and the shortest path count, respectively, from 𝑢

to each vertex during the search.

The distance and the shortest path count to the source vertex

𝑢 itself are initialized by 0 and 1 respectively in line 4. In each

iteration, we pop the top vertex 𝑣 from the priority queue in line 8,

and 𝑣 is the nearest unprocessed vertex to 𝑢.

Line 9 computes the distance between 𝑢 and 𝑣 based on the

information computed in earlier rounds. For each common ancestor

𝑝 of 𝑢 and 𝑣 , we compute the distance by using 𝑝 as a bridging

vertex given that the shortest distances from 𝑝 to 𝑢 and from 𝑝 to 𝑣

have been computed. If the distance based on earlier information

is shorter than the current distance, we store the shorter distance

and terminate further exploration from 𝑣 in lines 10–12. Otherwise,

we store the shortest distance sd(𝑢, 𝑣) and the convex shortest path
count cspc(𝑢, 𝑣) for the TL-Index.

We extend the search space from 𝑣 to each neighbor of 𝑣 . In line

16, 𝐷 [𝑣 ′] > 𝑛𝑑 means we find shorter distance from 𝑢 to 𝑣 ′. In this

case, we replace the existing distance and the convex shortest path

count to 𝑣 ′. Note that𝐷 [𝑣 ′] can be∞ if 𝑣 ′ is not visited in the search.
If the distance is the same as that computed in earlier iterations
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Algorithm 3: Operator ⊖
Input: A road network 𝐺 and a vertex 𝑢 ∈ 𝑉 (𝐺)
Output: The graph 𝐺 ⊖ 𝑢

1 foreach 𝑣,𝑤 ∈ 𝑁 (𝑢) do
2 if (𝑣,𝑤) ∉ 𝐸 ∨ 𝜙 (𝑣,𝑤) > 𝜙 (𝑣,𝑢) + 𝜙 (𝑢,𝑤) then
3 𝐸 ← 𝐸 ∪ {(𝑣,𝑤)};
4 𝜙 (𝑣,𝑤) ← 𝜙 (𝑣,𝑢) + 𝜙 (𝑢,𝑤);
5 𝜍 (𝑣,𝑤) ← 𝜍 (𝑣,𝑢) × 𝜍 (𝑢,𝑤);
6 else if 𝜙 (𝑣,𝑤) = 𝜙 (𝑣,𝑢) + 𝜙 (𝑢,𝑤) then
7 𝜍 (𝑣,𝑤) ← 𝜍 (𝑣,𝑤) + 𝜍 (𝑣,𝑢) × 𝜍 (𝑢,𝑤);

8 remove 𝑢 and all incident edges from 𝐺 ;

(line 19), we increase the number of convex shortest paths in line

20. Lines 16 and 19 also guarantee that we only process vertices

with a larger depth than the source vertex 𝑢.

Example 6. We show a running example for Algorithm 2. Given

a graph 𝐺 (Figure 1) and its tree decomposition 𝑇𝐺 (Figure 3), let us

consider the shortest distance and the shortest path count between

the vertices 𝑣14 and 𝑣16. Algorithm 2 starts from 𝑣14 and adds all

its neighbors into 𝑄 in lines 14–18. It also updates 𝐷 [·] and 𝐶 [·] in
line 17. For instance, we have 𝐷 [𝑣15] = 1, 𝐶 [𝑣15] = 1, 𝐷 [𝑣16] = 3,

and 𝐶 [𝑣16] = 1 after scanning all the neighbors of 𝑣14. In the next

iteration, suppose 𝑄 pops 𝑣15 in line 8, and Algorithm 2 expands its

neighbor, i.e., 𝑣16 in line 15-20. We have 𝑛𝑑 = 𝐷 [𝑣15] + 𝜙 (𝑣16, 𝑣15) =
1 + 2 = 3 which equals 𝐷 [𝑣16]. Thus, we add 𝐶 [𝑣16] and 𝐶 [𝑣15] in
line 20. When 𝑄 pops 𝑣16, we store 𝐷 [𝑣16] and 𝐶 [𝑣16] to sd(𝑣14, 𝑣16)
and cspc(𝑣14, 𝑣16), respectively. When 𝑄 is empty in line 7, we have

computed the shortest distance and the shortest path count from 𝑣14
to each other vertex. The next vertex is 𝑣6 in line 2. Consider a case

that 𝑢 = 𝑣6 when 𝑄 pops 𝑣16 in line 8. We find 𝐷 [𝑣16] = 11 which

is greater than sd(𝑣6, 𝑣14) + sd(𝑣14, 𝑣16) = 9 (lines 9-10). Therefore,

we set sd(𝑣6, 𝑣16) = 9, cspc(𝑣6, 𝑣16) = 0 (line 11) and terminate the

exploration in line 12.

Theorem 4. The time complexity of Algorithm 2 is 𝑂 (𝑛ℎ2 +
𝑛ℎ log𝑛).

Proof. For each vertex 𝑢 ∈ 𝐺 , we only visit the vertices 𝑣 ∈
𝑇 (𝑢). Thus, we visit 𝑂 (𝑛 · ℎ) times in total. In each visit, we query

𝑂 (ℎ) times in line 9. The maintenance of the priority queue𝑄 costs

𝑂 (ℎ ·𝑚+ℎ ·𝑛 log𝑛) using Fibonacci heap. Thus, the time complexity

of Algorithm 2 is 𝑂 (𝑛ℎ2 + 𝑛ℎ log𝑛). □

4.2 A New Upward Computing Framework
The index construction algorithm proposed in Section 4.1 essentially

computes a distance value and a count value for each pair of vertices

with an ancestor-descendant relationship. For each vertex𝑢 in each

round, Algorithm 2 performs a priority-queue-based search for all

vertices in the subtree rooted from 𝑢 and computes values between

𝑢 and all its descendants. However, the search space can be the

whole graph in the worse case. In addition, for each visited vertex

𝑣 , the algorithm scans all the ancestors of 𝑢 to check if a shorter

distance value exists, which incurs significant extra cost.

To improve the efficiency of index construction, we propose a

novel index construction algorithm, which is called TL-Construct∗.

TL-Construct∗ adopts an upward computing framework. Specifi-

cally, for each vertex 𝑢 in each round, we compute the distance

value and the count value between 𝑢 and all its ancestors in the

tree. We propose a graph reduction technique in Section 4.3 to

support the correctness of the upward computing framework. We

relax the index definition in Section 4.4 to speed up the upward

computation of the shortest distance and the shortest path count

while guaranteeing the correctness simultaneously. We show the

final index construction algorithm in Section 4.5.

4.3 Graph Reduction
Preserving Shortest Path Count. For simplicity, we first intro-

duce the DC-Graph, which is denoted by 𝐺 (𝑉 , 𝐸, 𝜙, 𝜍). Compared

with the conventional road network, the DC-Graph contains an

additional function 𝜍 to assign a count weight for each edge. Given

a path 𝑝 in a DC-Graph, we define the count value of 𝑝 , denoted by

𝜍 (𝑝), as the following equation.

𝜍 (𝑝) =
∏
𝑒∈𝑝

𝜍 (𝑒) (4)

Given two vertices 𝑢 and 𝑣 in a DC-Graph 𝐺 ′, to count the

number of shortest paths spc𝐺′ (𝑢, 𝑣), we sum the count values

of all their shortest paths instead of just calculating the number

of paths. The DC-Graph is a generalized version of conventional

road networks. Given 𝜍 (𝑒) = 1 for all edges 𝑒 , counting paths in

a DC-Graph is equivalent to counting those in the corresponding

conventional graph with the same vertices and edges. Next, we

define the DCP-Graph as follows.

Definition 5. (DCP-Graph) Given a road network𝐺 (𝑉 , 𝐸, 𝜙), a
DC-Graph 𝐺 ′(𝑉 ′, 𝐸 ′, 𝜙 ′, 𝜍) is a DCP-Graph if 𝑉 ′ ⊆ 𝑉 and for every

pair 𝑢, 𝑣 ∈ 𝑉 ′, sd𝐺 (𝑢, 𝑣) = sd𝐺′ (𝑢, 𝑣) and spc𝐺 (𝑢, 𝑣) = spc𝐺′ (𝑢, 𝑣).

Example 7. Figure 5 (a) shows a DCP-graph with five vertices from

𝐺 in Figure 1. All other vertices are reduced. Each edge has two weights

namely 𝜙 and 𝜍 , we denote them by [𝜙 : 𝜍]. The reduced graph 𝐺 ′

preserves the shortest distance and the shortest path count of all pairs

of vertices in𝐺 ′. For example, we have sd𝐺 (𝑣2, 𝑣6) = sd𝐺′ (𝑣2, 𝑣6) = 4

and spc𝐺 (𝑣2, 𝑣6) = spc𝐺′ (𝑣2, 𝑣6) = 2. We also have sd𝐺 (𝑣14, 𝑣6) =
sd𝐺′ (𝑣14, 𝑣6) = 6 and spc𝐺 (𝑣14, 𝑣6) = spc𝐺′ (𝑣14, 𝑣6) = 3.

Based on Definition 5, we propose a reduction operation for each

vertex in a graph 𝐺 and transform 𝐺 to a DCP-Graph as shown in

Algorithm 3. Note that for any edge 𝑒 whose count weight 𝜍 (𝑒) is
not defined, we initialize it as 1 in the algorithm. For every pair of

neighbors 𝑣,𝑤 of 𝑢 in 𝐺 , if 1) the edge (𝑣,𝑤) does not exist earlier,
or 2) the edge (𝑣,𝑤) exists but a shorter edge appears (line 2), we
create the edge and replace the edge distance weight and the edge

count weight by 𝜙 (𝑣,𝑢) +𝜙 (𝑢,𝑤) and 𝜍 (𝑣,𝑢) ×𝜍 (𝑢,𝑤), respectively.
If there is an existing edge (𝑣,𝑤) and the distances are the same

(line 6), we increase the corresponding edge count weight in line 7.

Lemma 4. Algorithm 3 returns a DCP-Graph of 𝐺 .

Proof. Let 𝐺 ′ be 𝐺 ⊖ 𝑤 . For any vertices 𝑢 ∈ 𝑉 (𝐺 ′) and 𝑣 ∈
𝑉 (𝐺 ′), we consider the following two cases:

• Case 1: the shortest path from𝑢 to 𝑣 in𝐺 does not pass through𝑤 .

Thus, we know sd𝐺 (𝑢, 𝑣) = sd𝐺′ (𝑢, 𝑣) and spc𝐺 (𝑢, 𝑣) = spc𝐺′ (𝑢, 𝑣)
as the shortest path in 𝐺 is also the shortest path in 𝐺 ′.
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Figure 5: Examples of optimizations in index construction based on the graph 𝐺 in Figure 1 and its tree decomposition in
Figure 3. For each edge in the subfigures (a) and (c), the label means [the distance weight 𝜙 : the count weight 𝜍]. For the subfigure
(b), the label means the distance of the edge.

Algorithm 4: DCP-TreeDecomposition

Input: 𝐺 (𝑉 , 𝐸, 𝜙)
Output: Tree decomposition 𝑇𝐺

1 𝑇𝐺 ← ∅
2 foreach 𝑒 ∈ 𝐸 do 𝜍 (𝑒) = 1;

3 𝑉 ′ ← 𝑉 , 𝑖 ← 1;

4 while 𝑉 ≠ ∅ do
5 𝑢 ← the vertex with the smallest degree in 𝑉 ;

6 𝑋 (𝑢) ← {𝑢} ∪ 𝑁 (𝑢);
7 create a tree node 𝑋 (𝑢) in 𝑇𝐺 ;
8 𝐺 ← 𝐺 ⊖ 𝑢;
9 𝜋 (𝑢) = 𝑖;

10 𝑖 ← 𝑖 + 1;
11 foreach 𝑢 ∈ 𝑉 ′ do
12 if |𝑋 (𝑢) | > 1 then
13 𝑣 ← argmin𝑣∈𝑋 (𝑢)\{𝑢 } 𝜋 (𝑣);
14 set 𝑋 (𝑣) be the parent of 𝑋 (𝑢) in 𝑇𝐺 ;

15 return 𝑇𝐺

• Case 2: the shortest path from 𝑢 to 𝑣 in 𝐺 passes through 𝑤 .

In this case, suppose that the shortest path between 𝑢 and 𝑣

is (𝑢, . . . ,𝑤𝑖 ,𝑤,𝑤 𝑗 , . . . , 𝑣). As Algorithm 3 eliminates 𝑤 in 𝐺 ′,
and inserts a new edge (𝑤𝑖 ,𝑤 𝑗 ) with 𝜙 (𝑤𝑖 ,𝑤 𝑗 ) = 𝜙 (𝑤𝑖 ,𝑤) +
𝜙 (𝑤,𝑤 𝑗 ) and 𝜍 (𝑤𝑖 ,𝑤 𝑗 ) = 𝜍 (𝑤𝑖 ,𝑤) × 𝜍 (𝑤,𝑤 𝑗 ) (if there is no

edge (𝑤𝑖 ,𝑤 𝑗 ) ∈ 𝐺 or 𝜙 (𝑤𝑖 ,𝑤 𝑗 ) > 𝜙 (𝑤𝑖 ,𝑤) + 𝜙 (𝑤,𝑤 𝑗 ) in 𝐺) or

𝜍 (𝑤𝑖 ,𝑤 𝑗 ) ← 𝜍 (𝑤𝑖 ,𝑤 𝑗 ) + 𝜍 (𝑤𝑖 ,𝑤) × 𝜍 (𝑤,𝑤 𝑗 ) (if there is already
𝜙 (𝑤𝑖 ,𝑤 𝑗 ) = 𝜙 (𝑤𝑖 ,𝑤) + 𝜙 (𝑤,𝑤 𝑗 ) in 𝐺).

Hence, both the distance and the corresponding edge count are

preserved, and Algorithm 3 returns a DCP-Graph of G. □

Graph Reduction in Tree Decomposition.We can reduce the

graph in tree decomposition in a natural way, given that we need

to connect every pair of neighbors when eliminating each vertex

in tree decomposition. The revised tree decomposition is called

DCP-Tree Decomposition and is shown in Algorithm 4. Lines 4–

10 iteratively reduce each vertex from the graph. The vertex 𝑢 is

removed from 𝐺 in line 8. 𝜋 (·) is an array to record the removing

order of all vertices. Performing the operator ⊖ for all vertices

would not increase the time complexity of tree decomposition.

Lemma 5. The time complexity of Algorithm 4 is𝑂 (𝑛 ·𝑤2+𝑛 log𝑛).

Proof. In Algorithm 4, the dominant cost for each vertex is

maintaining and selecting the vertex with the smallest degree in

𝑉 ′, which costs 𝑂 (𝑛 · log𝑛) time. In line 8, the ⊖ operator costs

𝑂 (𝑤2) time. Thus, the overall time complexity of Algorithm 4 is

𝑂 (𝑛 ·𝑤2 + 𝑛 log𝑛). □

4.4 Relaxing Convex Shortest Path
In this section, we focus on the phase of computing convex shortest

path count. We simplify the logic of index construction by relaxing

the convex shortest path count in the index definition. Given a graph

𝐺 , its tree decomposition𝑇𝐺 and two vertices 𝑢, 𝑣 with Depth(𝑢) ≠
Depth(𝑣), the local graph of 𝑢 and 𝑣 is the induced subgraph of

T(𝑢) ∪ T(𝑣) in 𝐺 . That is to say, the local graph contains all the

vertices who have tree depths no smaller than both 𝑢 and 𝑣 .

Example 8. Given graph𝐺 in Figure 1 and the tree decomposition

in Figure 3, the local graph for 𝑣2 and 𝑣13 in𝑉 (𝐺) is shown in Figure 5
(b). As we can see from the figure, all the vertices are from the subtree

rooted by 𝑣13, given that T(𝑣2) ⊂ T(𝑣13).

Based on the concept of the local graph, we relax the definition

of the convex shortest path as follows.

Definition 6. (Local Shortest Distance and Local Shortest

Path Count) Given a tree decomposition 𝑇𝐺 of graph 𝐺 (𝑉 , 𝐸), the
local shortest distance (resp. shortest path count) between two ver-

tices 𝑢 and 𝑣 , denoted by sd(𝑢, 𝑣)− (resp. cspc(𝑢, 𝑣)−), is the shortest
distance (resp. shortest path count) of 𝑢 and 𝑣 in their local graph.

Example 9. Let us continue Example 8. In the local graph (Fig-

ure 5(b)), for vertices 𝑣2 and 𝑣13, we can find the shortest path 𝑝1 =

(𝑣2, 𝑣1, 𝑣13). The shortest distance sd(𝑣2, 𝑣13)− = 4, and the local

shortest path count is cspc(𝑣2, 𝑣13)− = 1. By contrast, When we

look at the full graph 𝐺 in Figure 1, we find the shortest path 𝑝2 =

(𝑣2, 𝑣14, 𝑣13) which has a smaller distance than the local shortest path

𝑝1. We can also see that Depth(𝑣14) < min(Depth(𝑣2),Depth(𝑣13))
in 𝑇𝐺 and 𝑝2 is not a convex shortest path. Therefore, the shortest

distance between 𝑣2 and 𝑣13 in the full graph 𝐺 is sd(𝑣2, 𝑣13) = 3,

and the convex shortest path count is cspc(𝑣2, 𝑣13) = 0,

Lemma 6. Given a convex shortest path 𝑝 between two vertices 𝑢

and 𝑣 , 𝑝 is a local shortest path in the local graph of 𝑢 and 𝑣 .

Lemma 7. Algorithm 1 is correct if we replace the shortest distance

and the convex shortest path count in TL-Index (Definition 4) by the

local shortest distance and the local shortest path count, respectively.
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Algorithm 5: TL-Construct∗

Input: A road network 𝐺 (𝑉 , 𝐸, 𝜙)
Output: The TL-Index of 𝐺

1 𝑇𝐺 ← DCP-TreeDecomposition(𝐺);
2 foreach 𝑋 (𝑢) ∈ 𝑇𝐺 in a top-down manner do
3 foreach 𝑣 ∈ A(𝑢) do
4 foreach 𝑢 ′ ∈ 𝑋 (𝑢) \ {𝑢} do
5 if Depth(𝑢 ′) < Depth(𝑣) then continue;
6 𝑑 ← 𝜙 (𝑢,𝑢 ′) + sd(𝑢 ′, 𝑣)−;
7 𝑐 ← 𝜍 (𝑢,𝑢 ′) · cspc(𝑢 ′, 𝑣)−;
8 if 𝑑 < sd(𝑢, 𝑣)− then
9 sd(𝑢, 𝑣)− ← 𝑑 ;

10 cspc(𝑢, 𝑣)− ← 𝑐;

11 else if 𝑑 = sd(𝑢, 𝑣)− then
12 cspc(𝑢, 𝑣)− ← cspc(𝑢, 𝑣)− + 𝑐;

Proof. Given vertices 𝑢 and 𝑣 ,𝑤 ∈ CA(𝑢, 𝑣). We first consider

the shortest paths between 𝑢 and𝑤 . If there is any convex short-

est path between 𝑢 and 𝑤 , we have sd(𝑢,𝑤) = sd(𝑢,𝑤)− and

cspc(𝑢,𝑤) = cspc(𝑢,𝑤)− based on Lemma 6. If there is no con-

vex shortest paths between 𝑢 and𝑤 , we have sd(𝑢,𝑤) < sd(𝑢,𝑤)−.
Based on Theorem 1, there must be at least one vertex𝑤 ′ ∈ A(𝑤)
that satisfies sd(𝑢,𝑤) = sd(𝑢,𝑤 ′)− + sd(𝑤 ′,𝑤)− and spc(𝑢,𝑤) =∑

𝑤′ cspc(𝑢,𝑤 ′)− · cspc(𝑤 ′,𝑤)−. We have the same result for the

shortest paths between𝑤 and 𝑣 . Thus, Algorithm 1 is correct. □

Based on Lemma 7, we compute the local shortest distance and

the local shortest path count from each vertex to its ancestors.

Compared to computing the exact shortest distance and convex

shortest path count, the local values reduce significant search space

in the index construction. Recall that based on the graph reduction

techniques in Section 4.3, we have a reduced graph preserving

the shortest distance and the shortest path count during the index

construction. By combing the reduction and the local computation

ideas, computing the local shortest distance and local shortest path

count is conducted in a local reduced subgraph.

Example 10. An example to compute values from 𝑣3 to 𝑣13 is

provided in Figure 5 (c). When processing 𝑣3, many other vertices have

been reduced as shown in 𝐺 ′ of Figure 5 (a). Based on Lemma 7, we

only care the induced subgraph of all vertices in 𝐺 ′ without a depth
smaller than 𝑣13. The final search space is shown in Figure 5 (c).

4.5 The Final Algorithm
As shown in Algorithm 5, we first compute the tree decomposition

and the count weight for all new edges (shortcuts) inserted to

the graph. Then, for each vertex 𝑢, we compute the local shortest

distance and the local shortest path count from 𝑢 to its ancestors

in lines 3–12. Specifically, 𝑋 (𝑢) \ {𝑢} in line 4 are neighbors of 𝑢 in

the DCP-Graph after performing the reduction operation ⊖ for all

subtree vertices of 𝑢. Note that for every vertex 𝑢 ′ in 𝑋 (𝑢) \ {𝑢},
the values have been computed in earlier rounds. Therefore, we use

each neighbor 𝑢 ′ to compute the distance and the count from 𝑢 to

each 𝑣 (line 6 and line 7), since the shortest path from 𝑢 to 𝑣 must

pass at least one of the neighbors. We do not need to consider the

neighbor 𝑢 ′ with a smaller depth than the target vertex 𝑣 in line 5

1
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Figure 6: An example of TL-Construct∗.
since 𝑢 ′ is not in the local graph. During computing distance via

neighbors, we replace the shortest distance and shortest path count

if a shorter distance is found (lines 8–10). We increase the count if

the same shortest distance is found (lines 11–12).

Example 11. We show a running example with a partial TL-Index

in Figure 6. On the right side, we list the distance weight and the

corresponding count weight derived by the DCP-TreeDecomposition
(Algorithm 4). Given𝑢 = 𝑣6 in line 2, we need to check its ancestor 𝑣14.

In line 6 and 7, we have 𝑑 = 𝜙 (𝑣6, 𝑣14) + sd(𝑣14, 𝑣14)− = 6+0 = 6 and

𝑐 = 𝜍 (𝑣6, 𝑣14) · cspc(𝑣14, 𝑣14)− = 1× 1 = 1. Given that sd(𝑣6, 𝑣14)− is
initialized as∞, we update sd(𝑣6, 𝑣14)− = 6 and cspc(𝑣6, 𝑣14)− = 1.

For the iteration of 𝑢 = 𝑣16 in line 2, when 𝑣 = 𝑣14 in line 3, we update

sd(𝑣16, 𝑣14)− = 3 and cspc(𝑣16, 𝑣14)− = 2, which is straightforwardly

derived by DCP-TreeDecomposition. Then, for the labels from 𝑣16
to 𝑣6 (𝑣 = 𝑣6 in line 3), we calculate 𝑑 = 𝜙 (𝑣16, 𝑣13) + sd(𝑣13, 𝑣6)− =

5 + 6 = 11 and 𝑐 = 𝜍 (𝑣16, 𝑣13) · cspc(𝑣13, 𝑣6)− = 1 in lines 6–7. Then,

we update the labels correspondingly in line 9-10. Note that the labels

from 𝑣16 to 𝑣6 and 𝑣13 differ from those in the TL-index in Figure 4.

This is because we only store the local shortest distance and the local

shortest path count by our final algorithm.

Theorem 5. The time complexity of Algorithm 5 is 𝑂 (𝑛 log𝑛 +
𝑛ℎ𝑤), where 𝑛 is the number of vertices, ℎ is the treeheight, and𝑤 is

the treewidth.

Proof. In line 1, Algorithm 4 takes 𝑂 (𝑛 · 𝑤2 + 𝑛 log𝑛). From
line 2 to line 12, there are three loops and the time complexity is

𝑂 (𝑛ℎ𝑤). The overall time complexity is 𝑂 (𝑛 log𝑛 + 𝑛ℎ𝑤).
□

5 EXPERIMENTS
We conduct extensive experiments to evaluate our methods against

the state-of-the-art approach. All the algorithms are implemented

in C++ with -O3 optimization, and the experiments are conducted

on a Linux machine with an Intel Xeon Gold 6248 2.5GHz CPU and

768GB RAM. We evaluate all the algorithms on fourteen real-world

graphs as shown in Table 1. GRD is the power grid network of the

western states in the USA
3
. SYD is a public transportation network

containing all the public transportation stops in Sydney [28]. All

the rest are road networks from DIMACS
4
.

Compared Algorithms. In our experiments, we compare our

algorithms with the state-of-the-art solution HL-Index [42] for the

3
http://konect.cc/

4
http://www.diag.uniroma1.it//challenge9/download.shtml
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Table 1: Statistics of road networks.

Name Description 𝑛 𝑚 ℎ 𝑤

GRD US Power Grid 4,941 6,594 72 25

SYD Public Transport 24,063 28,695 194 79

NY NYC 264,346 733,846 505 134

BAY Bay Area 321,270 800,172 403 108

COL Colorado 435,666 1,057,066 465 146

FLA Florida 1,070,376 2,712,798 520 136

NW Northwest US 1,207,945 2,840,208 548 146

NE Northeast US 1,524,453 3,897,636 828 219

CAL CA and NV 1,890,815 4,657,742 713 215

LKS Great Lakes 2,758,119 6,885,658 1325 370

EUS Eastern US 3,598,623 8,778,114 1022 272

WUS Western US 6,262,104 15,248,146 1041 326

CUS Central US 14,081,816 34,292,496 2433 660

USA Full US 23,947,347 58,333,344 2564 693
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Figure 7: Query time.

shortest path counting query processing on real-world networks.

We obtain the C++ code from the authors and revise their index

construction algorithm to handle weighted graphs by replacing the

Breadth-First Search with the Dijkstra’s Search, given that only

unweighted graphs are considered in their implementation. We

compare the following algorithms in experiments.

• HL-Index: The hub-labeling index in [42].

• HL-Query: The query processing algorithm in [42].

• HL-Construct: The index construction algorithm in [42].

• TL-Index: Our index structure (Definition 4).

• TL-Query: Our query processing algorithm (Algorithm 1).

• TL-Construct: Our basic indexing algorithm (Algorithm 2).

• TL-Construct∗: Our optimized indexing algorithm (Algorithm 5).

Note that the hub-labeling method cannot finish indexing the

USA dataset within 24 hours, thus we do not report the results.

Exp-1: Query Time.We compare the average query time between

TL-Query and HL-Query. For each dataset, we randomly generate

one million queries. We record the query time of each algorithm and

report the average time in Figure 7. We also show the speedup of

TL-Query over HL-Query in Figure 8. As we can see from Figure 7

and Figure 8, TL-Query is significantly faster than HL-Query on

all datasets. This is mainly because TL-Query only needs to visit

a small number of labels compared with HL-Query in counting

shortest paths. For example, in the CUS dataset, TL-Query takes

5.14 μs on average while HL-Query requires 34.59 μs. TL-Query is

6.73 times faster than HL-Query.
Exp-2: Visited Label Size inQuery Processing.When processing

queries, both TL-Query and HL-Query need to check and compare
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a number of labels to derive the final result. We evaluate the number

of visited labels in query processing in this evaluation. Similar to the

query processing time, we report the average value of one million

random queries. The results are shown in Figure 9. We can see

that the average label size of TL-Query is significantly smaller than

HL-Query on all the datasets. For example, on the NE dataset, the

average size of TL-Query is 240, and that of HL-Query is 1164. That
means, on average, HL-Query needs to visit 1164 labels to finish

the query, while TL-Index only needs to visit 240 labels. This result

is consistent with our query performance evaluation in Figure 7.

Exp-3: Varying Query Distance.We further test the query effi-

ciency of the algorithms by varying the query distance. We generate

ten groups of queries,𝑄1, 𝑄2, . . . , 𝑄10, by distances for each dataset.

Specifically, we set 𝑙𝑚𝑖𝑛 to be 1,000 (1 kilometer) and 𝑙𝑚𝑎𝑥 to be the

maximum resulting distance of any pair of vertices in the graph.

Let 𝑥 = (𝑙𝑚𝑎𝑥/𝑙𝑚𝑖𝑛)1/10. A randomly generated query belongs to

𝑄𝑖 if its distance between the source and target vertices falls in

the range (𝑙𝑚𝑖𝑛 × 𝑥𝑖−1, 𝑙𝑚𝑖𝑛 × 𝑥𝑖 ]. We randomly generate 10,000

queries for each group and each dataset. We record the average

time of TL-Query and HL-Query for the 10,000 queries and report

the results by varying query distance from 𝑄1 to 𝑄10 in Figure 10.

We can see that our solution TL-Query outperforms HL-Query
in all cases. We also make the following observations. First, when

the query distance increases, the time cost of HL-Query increases.

For example, on the BAY dataset, HL-Query takes 1.869 μs on aver-

age to process 𝑄1 queries. When handling 𝑄10 queries, HL-Query
takes 2.256 μs. This is because, in HL-Index, two faraway vertices

may have more common labels than two close vertices. Second,

in contrast to HL-Query, when the query distance increases, the

time cost of TL-Query decreases. On 𝑄1 queries, TL-Index takes

1.447 μs. While on 𝑄10 queries, it only requires 0.776 μs. This is
because, in TL-Query, the dominant cost is querying the label from

the LCA to the root. Intuitively, when the distance between two

vertices is long, their LCA is more likely to have a lower Depth
in the tree decomposition. Therefore, our proposed method visits
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Figure 10: Query processing time varying query distance.
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Figure 11: Index construction time.

fewer labels when the query distance is longer. Third, when the

distance between the source and the target vertices is relatively

large, our method TL-Query is significantly faster than HL-Query.
Exp-4: Index Construction. The index construction time for

the algorithms HL-Construct, TL-Construct∗, and TL-Construct
is shown in Figure 11. When the dataset size increases, the indexing

time of all the algorithms also increases. Among all three algorithms,

our TL-Construct∗ is the most efficient in indexing. Our solution

TL-Construct∗ is 8–20 times faster thanHL-Construct on large road
networks. For example, on EUS, WUS, and CUS, our TL-Construct∗

is 19.41, 15.98, and 20.19 times faster than HL-Construct, respec-
tively. Note that HL-Construct cannot finish indexing USA within

24 hours. Compared to TL-Construct, our proposed TL-Construct∗

is also several times faster. For example, on EUS, WUS, CUS, and

USA, our TL-Construct∗ is 9.34, 11.61, 14.27, and 13.92 times faster

than TL-Construct. Meanwhile, our baseline algorithm is also faster

than HL-Construct for most datasets, thanks to the tree structure.

The results show the advance of our indexing algorithm.

Exp-5: Index Size. We report the index size for the HL-Index and

our proposed TL-Index. The results are shown in Figure 12. When

the size of the network increases, the size of the index also increases
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Figure 12: Index size (GB).

for both algorithms. The index size of our TL-Index is smaller than

that of HL-Index on most datasets. Specifically, on most of the

datasets, the index size of TL-Index is 20%–40% smaller than that

of HL-Index. This is because HL-Index is designed based on a total

vertex order. Many labels are precomputed for each vertex.

Exp-6: Indexing Scalability.We test the indexing time and the

index size when varying the dataset size (the number of vertices in

the road networks) from 10
6
to 24 × 106. We divide the map of the

whole US into 10 × 10 grids and generate ten road networks using

the 1×1, 2×2, . . . , 10×10 grids in the middle of the map. We denote

them as 𝐺1,𝐺2, . . . ,𝐺10, respectively. We report the indexing time

and the index size in Figure 13 (a) and Figure 13 (b), respectively.

When the dataset increases from 10
6
to 24 × 10

6
, the indexing

time increases stably for all algorithms. Our TL-Construct∗ always
outperforms the other two algorithms. HL-Construct cannot finish
the datasets whose sizes are greater than 18 × 106 within 24 hours.

Therefore, they are not reported in the figure.

Exp-7: The Number of Shortest Paths.We report the average

and the maximum shortest path count in Figure 14 and Figure 15.

Figure 14 shows that the larger the road network, the greater the

shortest paths count. This is because the shortest paths on larger
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Figure 13: Scalability testing.
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Figure 14: Shortest path count on different graphs.
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Figure 15: Shortest path count varying distance.
road networks may have more hops, and we are more likely to

get the shortest paths with the same shortest distance. Generally,

for small networks, like NY, BAY, and COL, the average shortest

path count is around 1.5. For medium networks, like FLA and WUS,

the average shortest path count is about 3–7. For large networks,

like CUS and USA, the average shortest path count is 52 and 97,

respectively. Figure 15 shows the average and maximum shortest

path count number varying the shortest distance on the USA graph.

The results on other graphs show a similar trend. The ten groups

of queries are the same as those in Exp-3. The shortest path count

number increases with the increase of the shortest distance, which

is in accordance with the results above.

6 RELATEDWORKS
Shortest Distance Query in Networks. Querying the shortest

distance is a critical problem in graph data analysis. The Dijkstra

algorithm [19] is one of the most renowned algorithms for this

problem. However, for large networks, such online algorithms may

be inefficient. Thus, existing research works mainly focus on pre-

computing an effective index to accelerate query processing. For

example, Goldberg et al. proposed an A* search method accelerated

by precomputed shortest distances [23]. Gavoille et al. studied the

labeling methods for undirected graphs [21]. Sanders et al. designed

the Highway Hierarchies, which imitates the natural hierarchies of

road network [38]. Geisberger et al. proposed another hierarchy-

based algorithm named Contraction Hierarchies [22] which relies

on a pre-assigned total order. Another important class of methods

for shortest distance query is hub-labeling-based algorithms [17].

Abraham et al. studied efficient hub-labeling algorithms for road

networks [1, 2]. Ouyang et al. combined the advantages of both

hub labeling and hierarchy and proposed an H2H labeling scheme

for road networks [32]. Chen et al. [16] proposed the P2H method

which improves the H2H labeling scheme by reducing the label

size. Akiba et al. presented the pruned highway labeling [3] and

the pruned landmark labeling [4] for road networks and scale-free

networks, respectively.

Network SubstructureCounting. In the literature, many research

works count small subgraphs like motifs [15, 30] or graphlets [14].

Jain et al. proposed an elegant clique counting algorithm based

on classic pivoting techniques [25]. Shi et al. developed a parallel

clique counting algorithm [39]. A comparison between different

k-clique counting or listing algorithms can be found in [29]. There

are also many works study the counting of paths in the literature.

Flum et al. proved that counting the cycles and paths of length 𝑘 in

both directed and undirected graphs, parameterized by k, is #W[1]-

complete [20]. Valiant proved that the 𝑠 − 𝑡 simple path counting

problem is #P-complete [40]. Bezakova et al. provided a shortest

paths counting query method for planar graphs [10]. Zhang et al.

devised a hub-labeling-based method for shortest path counting

on large graphs [42]. Ren et al. studied shortest path counting in

probabilistic biological networks[36]. He et al. proposed a data

structure for categorical path counting queries [24].

7 CONCLUSION
In this paper, we study the problem of counting the shortest paths

between two given vertices on large road networks. We propose a

novel index structure based on tree decomposition.Our algorithm

can achieve𝑂 (ℎ) query processing time, and the index size is𝑂 (𝑛 ·
ℎ), where 𝑛 is the number of vertices and ℎ is the treeheight of the
tree decomposition of the road network, which is small in practice.

We propose an efficient algorithm and several optimizations to

speed up the index construction. The experimental results show our

algorithm significantly outperforms the state-of-the-art method.
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