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ABSTRACT

The ever-growing demand and complexity of machine learning
are putting pressure on hyper-parameter tuning systems: while
the evaluation cost of models continues to increase, the scalability of
state-of-the-arts starts to become a crucial bottleneck. In this paper,
inspired by our experience when deploying hyper-parameter tun-
ing in a real-world application in production and the limitations
of existing systems, we propose Hyper-Tune, an efficient and ro-
bust distributed hyper-parameter tuning framework. Compared
with existing systems, Hyper-Tune highlights multiple system
optimizations, including (1) automatic resource allocation, (2) asyn-
chronous scheduling, and (3) multi-fidelity optimizer. We conduct
extensive evaluations on benchmark datasets and a large-scale real-
world dataset in production. Empirically, with the aid of these opti-
mizations, Hyper-Tune outperforms competitive hyper-parameter
tuning systems on a wide range of scenarios, including XGBoost,
CNN, RNN, and some architectural hyper-parameters for neural
networks. Compared with the state-of-the-art BOHB and A-BOHB,
Hyper-Tune achieves up to 11.2× and 5.1× speedups, respectively.
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1 INTRODUCTION

Recently, researchers in the database community have been work-
ing on integrating machine learning functionality into data manage-
ment systems, e.g., SystemML [18], SystemDS [8], Snorkel [54], Ze-
roER [71], TFX [5, 9], “Query 2.0” [72], Krypton [50], Cerebro [51],
ModelDB [66], MLFlow [75], HoloClean [56], NorthStar [37] and
EaseML [49]. AutoML systems [25, 52, 74], an emerging type of
data system, significantly raise the level of abstractions of building
ML applications [11, 45]. While hyper-parameters drive both the
efficiency and quality of machine learning applications, automatic
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Figure 1: Synchronous mechanism in hyper-parameter tun-

ing, where each row represents a worker. The deep-blue areas

correspond to the evaluation process of configurations; the

striped areas refer to idle time.

hyper-parameter tuning attracts intensive interests from both prac-
titioners and researchers [16, 27, 38, 40, 47, 55, 76, 77], and becomes
an indispensable component in many data systems [44, 59, 67].

An efficient tuning system, which usually involves sampling
and evaluating configurations iteratively, needs to support a di-
verse range of hyper-parameters, from learning rate, regularization,
to those closely related to neural network architectures such as
operation types, # hidden units, etc. Automatic tuning methods
(e.g., Hyperband [39] and BOHB [16]) have been studied to tune
a wide range of models, including XGBoost [12], recurrent neu-
ral networks [22], convolutional neural networks [21], etc. In this
paper, we focus on building efficient and scalable tuning systems.

Current Landscape. Existing automatic hyper-parameter tun-
ing methods include: Bayesian optimization [7, 24, 62], rule-based
search, genetic algorithm [27, 52], random search [6, 15], etc. Many
of them have two flavors – complete evaluation based search and
partial evaluation based search. To obtain the performance for each
configuration, the complete evaluation based approaches [6, 7, 24]
require complete evaluations that are usually computationally ex-
pensive. Instead, partial evaluation basedmethods [16, 34, 36, 39, 42]
assign each configuration with incomplete training resources to
obtain the evaluation result, thus saving the evaluation resources.

An Emerging Challenge in Scalability. This paper is inspired by
our efforts applying these latest methods to applications running at
a large Internet company. One critical challenge arises from the gap
between the scalability of existing automatic tuningmethods

and the ever-growing complexity of industrial-scale models.

In recent years, we have witnessed that evaluating ML models are
getting increasingly expensive as the size of datasets and models
grows larger. For example, it takes days to train NASNet [78] to
convergence on ImageNet, not to mention models like GPT-3 [10]
with hundreds of billions of parameters. Unfortunately, it is diffi-
cult for existing tuning methods to scale well to such tasks with
ever-increasing evaluation costs, thus leading to a sub-optimal con-
figuration for deployment. When deploying existing approaches in
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large-scale applications, we realize some limitations in the following
three aspects:

(1) Design of Partial Evaluations. Since the complete eval-
uation of a configuration is usually expensive (e.g., training deep
learning models or training ML models on large-scale datasets),
recent studies propose to evaluate configurations using partial re-
sources (e.g., training models using a few epochs or a subset of
the training set) [28, 39, 53]. However, how many training resources
should be allocated to each partial evaluation? This question is non-
trivial: (1) evaluations with small training resources could decrease
evaluation cost, however, may be inaccurate to guide the search
process; whereas (2) over-allocating resources could have the risk
of high evaluation costs but diminishing returns from precision
improvements. How can we automatically decide on the right level
of resource allocation to balance the “precision vs. cost” trade-off in
partial evaluations? This question remains open in state-of-the-
arts [16, 42, 64].

(2) Utilization of Parallel Resources. Along with the rapid
increase of evaluation cost, it comes with the rise of computa-
tion resources made available by industrial-scale clusters. However,
state-of-the-arts, such as BOHB [16] and MFES-HB [42], often use
a synchronous architecture, which often cannot fully utilize all com-
putation resources due to the synchronization barrier and are often
sensitive to stragglers (See Figure 1). ASHA [40] is able to remove
these issues associated with synchronous promotions by incur-
ring a number of inaccurate promotions, while this asynchronous
promotion could hamper the sample efficiency when utilizing the
parallel and distributed resources. Thus, we need to explore an effi-
cient asynchronous mechanism which pursues both sample efficiency
and high utilization of parallel resources simultaneously.

(3) Support of Advanced Multi-fidelity Optimizers.While
there are recent advancements in the design of Bayesian optimiza-
tion methods, most, if not all, distributed tuning systems [16, 19, 40]
have not fully utilized these advanced algorithms. For example,
while there are algorithms that can more effectively exploit the
low-fidelity measurements generated by partial evaluations [42],
many existing systems [16, 17] still depend on vanilla Bayesian
optimization methods that only use the high-fidelity measurements
from the complete evaluations. Can we design a flexible system
architecture to conveniently support drop-in replacement of differ-
ent optimizers under the async/synchronous parallel settings? This
question is especially important from a system perspective.

Contributions. Inspired by our experience and observations de-
ploying these state-of-the-art methods in our scenarios, in this
paper, (C.1) we propose Hyper-Tune, an efficient distributed
automatic hyper-parameter tuning framework. Hyper-Tune has
three core components: resource allocator, evaluation scheduler, and
generic optimizer, each of which corresponds to one aforementioned
question: (1) To accommodate the first issue, we design a simple
yet novel resource allocation method that could search for a good
allocation via trial-and-error, and this method can automatically bal-
ance the trade-off between the precision and cost of evaluations. (2)
To mitigate the second issue, we propose an efficient asynchronous
mechanism – D-ASHA, a novel variant of ASHA [40]. D-ASHA pur-
sues the following two aspects simultaneously: (i) synchronization
efficiency: the overhead of synchronization in wall-clock time, and
(ii) sample efficiency: the number of runs that the algorithm needs

to converge. (3) To tackle the third issue, we provide a modular
design that allows us to plug in different hyper-parameter tuning
optimizers. This flexible design allows us to plug in MFES-HB [42],
a recently proposed multi-fidelity optimizer. In addition, we also
adopt an algorithm-agnostic sampling framework, which enables
each optimizer algorithm to adapt to the sync/asynchronous parallel
scenarios easily. (C.2) We conduct extensive empirical evaluations
on both publicly available benchmark datasets and a large-scale
real-world dataset in production. Hyper-Tune achieves strong any-
time and converged performance and outperforms state-of-the-art
methods/systems on a wide range of hyper-parameter tuning sce-
narios: (1) XGBoost with nine hyper-parameters, (2) ResNet with
six hyper-parameters, (3) LSTM with nine hyper-parameters, and
(4) neural architectures with six hyper-parameters. Compared with
the state-of-the-art BOHB [16] and A-BOHB [64], Hyper-Tune
achieves up to 11.2× and 5.1× speedups, respectively. In addition,
it improves the AUC by 0.87% in an industrial recommendation
application with a billion instances.

2 RELATEDWORK

Bayesian optimization (BO) has been successfully applied to hyper-
parameter tuning [7, 24, 26, 62, 74]. Instead of using complete eval-
uations, Hyperband [39] (HB) dynamically allocates resources to
a set of random configurations, and uses the successive halving
algorithm [28] to stop badly-performing configurations in advance.
BOHB [16] improves HB by replacing random sampling with BO.
Two methods [14, 36] propose to guide early-stopping via learning
curve extrapolation. Vizier [19], Ray Tune [46] and OpenBox [43]
also include a median stopping rule to stop the evaluations early.
In addition, multi-fidelity methods [4, 13, 23, 34, 42, 64] also exploit
the low-fidelity measurements from partial evaluations to guide
the search for the optimum of objective function 𝑓 . MFES-HB [42]
combines HB with multi-fidelity surrogate based BO.

Many methods [3, 20, 31] can evaluate several configurations in
parallel instead of sequentially. However, most of them [20], includ-
ing BOHB [16], focus on designing batches of configurations to eval-
uate at once, and few support asynchronous scheduling. ASHA [40]
introduces an asynchronous evaluation paradigm based on succes-
sive halving algorithm [28]. In addition, Many approaches [1, 32]
with asynchronous parallelization cannot exploit multiple fidelities
of the objective; A-BOHB [64] supports asynchronous multi-fidelity
hyper-parameter tuning. Searching architecture hyper-parameters
for neural networks is a popular tuning application. Recent em-
pirical studies [15, 61] show that sequential Bayesian optimization
methods [33, 48, 57, 69] achieve competitive performance among
a number of NAS methods [2, 47, 55, 60, 73, 78], which highlights
the essence of parallelizing these BO related methods.

A-BOHB [64] is the most related method compared with Hyper-
Tune, while it suffers from the first issue. BOHB [16] lacks design
to tackle the aforementioned three problems, and MFES-HB [42]
also faces these first and second issues. Instead, Hyper-Tune is
designed to accommodate the three issues simultaneously.

3 PRELIMINARY

We define the hyper-parameter tuning as a black-box optimiza-
tion problem, where the objective value 𝑓 (𝒙) (e.g., validation error)
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Figure 2: One iteration of successive halving algorithm (SHA)

when tuning a CNN on MNIST, where 𝑛1 = 27, 𝑟1 = 1, 𝑅 = 27,
𝜂 = 3, and one unit of resource corresponds to 8 epochs. First,

27 configurations are evaluated with 1 unit of resource, i.e.,

8 epochs (𝑛1 = 27 and 𝑟1 = 1). Then the top 𝜂−1 configurations
continue their evaluations with 𝜂 times units of resources

(i.e., 𝑛2 = 27 ∗ 𝜂−1 = 9 and 𝑟2 = 𝑟1 ∗ 𝜂 = 3). Finally, only one

configuration is evaluated with the maximum resource 𝑅.

reflects the performance of an ML algorithm with given hyper-
parameter configuration 𝒙 ∈ X. The goal is to find the opti-
mal configuration that minimizes the objective function 𝒙∗ =

argmin𝒙∈X 𝑓 (𝒙), and the only mode of interaction with 𝑓 is to
evaluate the given configuration 𝒙 . In the following, we introduce
existing methods for solving this black-box optimization problem,
and these methods are the basic ingredients in Hyper-Tune.

3.1 Bayesian Optimization

The main idea of Bayesian optimization (BO) is as follows. Since
evaluating the objective function 𝑓 for configuration 𝒙 is very ex-
pensive, it approximates 𝑓 using a probabilistic surrogate model
𝑀 : 𝑝 (𝑓 |𝐷) that is much cheaper to evaluate. In the 𝑛𝑡ℎ itera-
tion, BO methods iterate the following three steps: (1) use the
surrogate model 𝑀 to select a configuration that maximizes the
acquisition function 𝒙𝑛 = argmax𝒙∈X 𝑎(𝒙;𝑀), where the acqui-
sition function is used to balance the exploration and exploita-
tion; (2) evaluate the configuration 𝒙𝑛 to get its performance 𝑦𝑛 ;
(3) add this measurement (𝒙𝑛, 𝑦𝑛) to the observed measurements
𝐷 = {(𝒙1, 𝑦1), ..., (𝒙𝑛−1, 𝑦𝑛−1)}, and refit the surrogate 𝑀 on the
augmented 𝐷 . Popular acquisition functions include EI [29], PI [62],
UCB [63], etc. Due to the ever-increasing evaluation cost, several
researches [16, 68] reveal that vanilla BO methods with complete
evaluations fail to converge to the optimal configuration quickly.

3.2 Hyperband

To address the issue in vanilla BO methods, Hyperband (HB) [39]
proposes to speed up configuration evaluations by early stopping
the badly-performing configurations. It has the following two loops:

(1) Inner loop: successive halving. HB extends the original succes-
sive halving algorithm (SHA) [28], which serves as a subroutine in
HB, and here we also refer to it as SHA. SHA is designed to identify
and terminate poor-performing hyper-parameter configurations
early, instead of evaluating each configuration with complete train-
ing resources, thus accelerating configuration evaluation. Given a
kind of training resource (e.g., the number of iterations, the size
of training subset, etc.), SHA first evaluates 𝑛1 hyper-parameter
configurations with the initial 𝑟1 units of resources each, and ranks
them by the evaluation performance. Then it promotes the top 1/𝜂
configurations to continue its training with 𝜂 times larger resources

Table 1: The values of 𝑛𝑖 and 𝑟𝑖 in the HB evaluations, where

𝑅 = 27 and 𝜂 = 3. Each column shows an inner loop (SHA

process). The pair (𝑛𝑖 , 𝑟𝑖 ) in each cell indicates 𝑛𝑖 configura-

tion evaluations with 𝑟𝑖 units of training resources. Taking

the first column “Bracket-1” as an example, the evaluation

process corresponds to the iteration of SHA in Figure 2.

Bracket-1 Bracket-2 Bracket-3 Bracket-4
𝑖 𝑛𝑖 𝑟𝑖 𝑛𝑖 𝑟𝑖 𝑛𝑖 𝑟𝑖 𝑛𝑖 𝑟𝑖

1 27 1 12 3 6 9 4 27
2 9 3 4 9 2 27
3 3 9 1 27
4 1 27

(usually 𝜂 = 3), that’s, 𝑛2 = 𝑛1 ∗ 𝜂−1 and 𝑟2 = 𝑟1 ∗ 𝜂, and stops the
evaluations of the other configurations in advance. This process
repeats until the maximum training resource 𝑅 is reached. Figure 2
gives a concrete example of SHA.

(2) Outer loop: the choice of 𝑟1 and 𝑛1. Given some finite budget
𝐵 for each bracket, the values of 𝑟1 and 𝑛1 = 𝐵

𝑟1
should be carefully

chosen because a small initial training resource 𝑟1 with a large 𝑛1
may lead to the elimination of good configurations in SHA iterations
bymistake. There is no prior whether we should use a smaller initial
training resource 𝑟1 with a larger 𝑛1, or a larger 𝑟1 with a smaller 𝑛1.
HB addresses this problem by enumerating several feasible values
of 𝑟1 in the outer loop, where the inner loop corresponds to the
execution of SHA. Table 1 shows a concrete example about the
number of evaluations and their corresponding training resources
in an iteration of HB, where each column corresponds to the results
of inner loop (i.e., one iteration of SHA with different 𝑟1s). For
example, the first column “Bracket-1” of Table 1 corresponds to the
execution process of SHA in Figure 2. Note that, the HB iteration
will be called multiple times until the tuning budget exhausts.

Definitions. We refer to SHA with different initial training
resources – 𝑟1s as brackets (See Table 1), and the evaluations with
certain units of training resources as resource level.

Partial Evaluation Design Issue in HB. Since HB-style meth-
ods [16, 39, 42] own excellent features, such as flexibility, scalability,
and ease of parallelization, we build our framework based on HB.
HB consists of multiple brackets (i.e., SHA procedures), and each
of them requires an 𝑟1 as input. HB enumerates several feasible
values of 𝑟1, and executes each corresponding bracket sequentially
and repeatedly. Bracket-𝑖 is equipped with 𝑟1 = 𝜂𝑖−1 units of ini-
tial training resources, so each bracket corresponds to a kind of
partial evaluation design. When digging deeper into the HB frame-
work, we observe the “precision vs. cost” tradeoff caused by the
selection of bracket (i.e., each kind of partial evaluation design)
as follows: (1) The partial evaluation with a small 𝑟1 implies that
few training resources are allocated, and this may incur a larger
number of inaccurate promotions in SHA, i.e., poor configurations
are promoted to the next resource level, and good configurations
are terminated by mistake due to the low fidelity. (2) As 𝑟1 becomes
large, the partial evaluation design has the risk of high evaluation
cost but diminishing returns from precision improvements. While
HB tries each bracket sequentially and repeatedly, it is inevitable
that it wastes evaluation cost when applying a large number of
inappropriate brackets during optimization. To develop an efficient
tuning system, we need to revisit the HB pipeline and answer the
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following question: Can we automatically learn the right level of re-
source allocation (i.e., proper partial evaluation design) that balances
the “precision vs. cost” tradeoff well? In Section 4.1 we describe our
bracket selection based solution to this problem.

4 PROPOSED FRAMEWORK

In this section, we first give the overview of the proposed frame-
work, and then describe three core components that are designed
to accommodate the aforementioned three issues in Section 1.

Framework Overview. The proposed framework – Hyper-Tune
takes the tuning task and time budget as inputs, and outputs the best
configuration found in the search process. Hyper-Tune has three
components: resource allocator (Section 4.1), evaluation scheduler
(Section 4.2), and multi-fidelity optimizer (Section 4.3). It is an iter-
ative framework that will repeat until the given budget exhausts.
Figure 3 illustrates an iteration of Hyper-Tune, with four concrete
steps. The resource allocator selects the initial training resources 𝑟1
when evaluating configurations (Step 1), which directly determines
partial evaluation design. Then the multi-fidelity optimizer will
sample a configuration from the search space for each idle worker
(Step 2). The evaluation scheduler then evaluates these configura-
tions with the corresponding training resources in parallel (Step
3). Finally, based on the multi-fidelity results from parallel evalu-
ations, Hyper-Tune updates the parameters in resource allocator
and multi-fidelity optimizer (Step 4), respectively.

Basic Setting: Measurements and Base Surrogates.Due to the flex-
ibility and scalability of HyperBand (HB) [16, 39, 40, 64], we build
our framework on HB. Then we collect the results from evaluations
with different resource levels, and we refer to them as “measure-
ments”. According to the number of training resources used by the
evaluations, we can categorize the measurements into 𝐾 groups:
𝐷1, ..., 𝐷𝐾 , where 𝐾 = ⌊log𝜂 (𝑅)⌋ + 1, 𝜂 is the discard proportion
in HB, 𝑅 is the maximum training resources for evaluation, and
typically 𝐾 is less than 7. The measurement (𝒙 , 𝑦) in each group
𝐷𝑖 with 𝑖 ∈ [1 : 𝐾] is obtained by evaluating configuration 𝒙
with 𝑟𝑖 = 𝜂𝑖−1 units of training resources. Thus 𝐷𝐾 denotes the
high-fidelity measurements from the complete evaluations with the
maximum training resources 𝑟𝐾 = 𝑅, and 𝐷1:𝐾−1 denote the low-
fidelity measurements from the partial evaluations. In Hyper-Tune,
we build 𝐾 base surrogates: 𝑀1:𝐾 , where surrogate 𝑀𝑖 is trained
on the group of measurements 𝐷𝑖 . In the following sections, we
introduce the design of each component.

4.1 Resource Allocation with Bracket Selection

The resource allocator aims to design the proper partial evaluations
automatically. As stated in Section 3.2, the optimal bracket (i.e.,
the optimal initial training resources that balance the “precision vs.
cost” trade-off well) minimizes the evaluation cost while keeping
a high precision of partial evaluations. We need to automatically
deal with this trade-off. The resource allocator needs to identify the
optimal bracket in HB, where each bracket corresponds to a type
of initial resource design for partial evaluation.
Solution Overview. We adopt the “trial-and-error” paradigm to
identify the optimal bracket in an iterative manner. In each iteration,
it iterates the following three steps: (1) we first select a bracket (i.e.,
partial evaluation design involving 𝑛1 configurations with 𝑟1 initial

Resource Allocator

design initial training resource: 𝑟!

Multi-fidelity Optimizer

D!

multi-fidelity measurements

D" D# D$

sample

Evaluation Scheduler with D-ASHA

workers:

update 𝑤

update 𝜃

1

2

3 generate 4

4

Figure 3: The framework of Hyper-Tune.

training resources) based on parameters𝒘 ; (2) once the 𝑖𝑡ℎ bracket
is chosen, we execute this bracket; (3) based on the measurements
from these evaluations, we could update the parameters𝒘 . For Step 1,
in the beginning, we select brackets by round-robin with three times (as
initialization); then we sample a bracket using parameters𝒘 , where
each 𝑤𝑖 with 𝑖 ∈ [1 : 𝐾] indicates the probability of this bracket
being the optimal one. For Step 3, we propose a two-stage technique
to calculate𝒘 that balances the above trade-off. In the first stage, we
learn a parameter 𝜃𝑖 for each bracket, where 𝜃𝑖 is proportional to the
precision of evaluations with the training resources 𝑟𝑖 . In the second
stage, we multiply each 𝜃𝑖 with a coefficient 𝑐𝑖 to obtain the final𝑤𝑖 .
This coefficient is inversely proportional to the training resources
in the partial evaluation; in this way, the strategy tends to choose
the bracket with small training resources. By the multiplication
between 𝑐𝑖 and 𝜃𝑖 (𝑤𝑖 = 𝑐𝑖 · 𝜃𝑖 ), we could balance the “precision vs.
cost” trade-off in partial evaluations.

To measure precision, we focus on the partial orderings of mea-
surements among different resource levels. If configuration 𝒙1 per-
forms better than 𝒙2 when the training resource is 𝑟 , given the
complete training resource 𝒙1 still outperforms 𝒙2, indicating that
the partial evaluations with 𝑟 units of training resources are accu-
rate, so we can utilize this to measure the precision of evaluations.
To implement this, we utilize the predictions of base surrogate𝑀𝑖
built on 𝐷𝑖 , and compare the predictive rankings of configurations
with the rankings in 𝐷𝐾 . For base surrogates𝑀1:𝐾−1, we define the
ranking loss as the number of miss-ranked pairs as follows:

L(𝑀𝑖 ) =
𝑁𝐾∑︁
𝑗=1

𝑁𝐾∑︁
𝑘=1

1( (𝑀𝑖 (𝒙 𝑗 ) < 𝑀𝑖 (𝒙𝑘 ) ⊗ (𝑦 𝑗 < 𝑦𝑘 )), (1)

where ⊗ is the exclusive-or operator, 𝑁𝐾 = |𝐷𝐾 |, and (𝒙 𝒊, 𝑦𝑖 ) is
the measurement in 𝐷𝐾 . For the base surrogate𝑀𝐾 trained on 𝐷𝐾
directly, we adopt 5-fold cross-validation to calculate its L(𝑀𝐾 ).
Further we define each 𝜃𝑖 as the probability that base surrogate𝑀𝑖
has the least ranking loss. Concretely, we use Markov chain Monte
Carlo (MCMC) to learn 𝜽 by drawing 𝑆 samples: 𝑙𝑖,𝑠 ∼ L(𝑀𝑖 ) for
𝑠 = 1, ..., 𝑆 and each surrogate 𝑖 = 1, ..., 𝐾 , and calculating

𝜃𝑖 =
1
𝑆

𝑆∑︁
𝑠=1

1

(
𝑖 = argmin

𝑖′
𝑙𝑖′,𝑠

)
. (2)

To obtain 𝒄 , in Hyper-Tune we simply apply the inverse of the cor-
responding training resources, i.e., 𝑐𝑖 = 1/𝑟𝑖 . Finally, we normalize
the raw𝒘 = 𝒄 ◦ 𝜽 to obtain the final𝒘 , where

∑
𝑖 𝑤𝑖 = 1.
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Figure 4: Three scheduling mechanisms on a real-world case,

where each row corresponds to a worker, and the ranking of

configurations are 𝒙3, 𝒙8, 𝒙2, 𝒙1, 𝒙4, 𝒙5, 𝒙6, 𝒙7, 𝒙9 (latter is the
better). 𝑖’ refers to promoted evaluation of configuration 𝒙𝑖 .
Each deep-blue block with 𝑖 corresponds to the evaluation

process of 𝒙𝑖 ; the light-blue blocks represent the evaluations
for other iterations of SHA procedures; the striped areas in

SHA refer to no evaluations for workers.

4.2 Asynchronous Evaluation Scheduling

In this section, we introduce the distributed scheduling mechanism
in the evaluation scheduler. SHA [28] promotes the top 1/𝜂 config-
urations to the next resource level until all configurations in the
current level have been evaluated (synchronization barrier). Due to
the synchronous design, which often leads to the straggler issue,
the ineffective use of computing resources in SHA is inevitable.
ASHA [40] is able to remove these issues associated with synchro-
nous promotions by incurring a number of inaccurate promotions
(See Figure 4), i.e., configurations that fall into the top 1/𝜂 early
but are not in the actual top 1/𝜂 of all configurations. However,
this frequent and inaccurate promotion could hamper the sample
efficiency when utilizing the parallel and distributed resources, i.e.,
ASHA may spend lots of training resources on evaluating the less
promising configurations. Therefore, we need an efficient schedul-
ing method which pursues high sample efficiency while keeping the
advantage of asynchronous mechanism.

Delayed ASHA. To alleviate this issue, we propose a variant
of ASHA — delayed ASHA (abbr. D-ASHA), which uses a delay
strategy to decrease inaccurate promotions and still preserves the
asynchronous scheduling mechanism. Instead of promoting each
configuration that is in the top 1/𝜂 of all previously-evaluated con-
figurations, D-ASHA promotes configurations to the next level if
(1) the configuration is in the top 1/𝜂 of configurations, and (2) the
number of collected measurements |𝐷𝑘 | with current resource level
should be 𝜂 times larger than the number of the next level’s |𝐷𝑘+1 |
if promoted (Lines 9-10 in Algorithm 1). The inaccurate promotions
(in Cond.1) arise from a small number of observed measurements in
𝐷𝑘 with current resource level. The condition 2 ensures that |𝐷𝑘 |
should be larger than a threshold 𝜂 |𝐷𝑘+1 |, i.e., |𝐷𝑘 |/( |𝐷𝑘+1 |+1) ≥ 𝜂.
In this way, the delay strategy could prevent the frequent promo-
tion issue in ASHA, and further improve the sample efficiency.
Figure 4 gives a concrete real-world example to explain this design.
Algorithm 1 provides the formulated description about D-ASHA.
Additionally, if no promotions are possible, D-ASHA requests a
new configuration from the multi-fidelity optimizer (provided in

Algorithm 1: Pseudo Code for D-ASHA.
Input: initial training resource 𝑟1, maximum resource 𝑅, discard

proportion 𝜂.
1 Function D-ASHA() :
2 𝒙, 𝑟𝑥 = get_job() ;
3 Assign a job with configuration 𝒙 and resource 𝑟𝑥 to a free

worker.
4 Function get_job() :
5 // Check if we need to promote configurations.
6 for 𝑘 = ⌊𝑙𝑜𝑔𝜂 (𝑅) ⌋, ..., 2, 1, do
7 // 𝐷𝑘 refers to measurements of resource level 𝑘 .
8 Configuration candidates C = {𝒙 for 𝒙 ∈ top 1/𝜂

configurations in 𝐷𝑘 if 𝒙 has not been promoted}
9 if |𝐷𝑘 |/( |𝐷𝑘+1 | + 1) ≥ 𝜂 and |C | > 0, then

10 return C [0], 𝜂𝑘
11 end if

12 end for

13 Sample a configuration 𝒙 based on the multi-fidelity optimizer.
14 return 𝒙, 𝑟1

Algorithm 2) and adds it to the base level (Lines 13-14), so that more
configurations can be promoted to the upper levels.

4.3 Multi-fidelity Configuration Sampling

There are various advancements in the design of Bayesian optimiza-
tion (BO) methods. While those algorithms differ in the execution
process, a flexible tuning system should contain an optimizer module
that allows us to plug in different hyper-parameter tuning optimizers
easily. In addition, since most BO based methods are intrinsically
sequential, it is impractical to modify each possible algorithm to
support parallel scenarios case by case. Thus, we need an algorithm-
agnostic framework to extend different sequential optimizers to
support parallel evaluations in both sync/asynchronous settings.
Optimizer Design. To tackle the first challenge, we provide a
generic optimizer abstraction for configuration sampling in Hyper-
Tune. It includes 1) the data structure to store multi-fidelity mea-
surements: 𝐷1, ..., 𝐷𝐾 , and 2) the fit and predict APIs for surro-
gate model. This abstraction enables convenient support/implemen-
tation of different configuration sampling algorithms (e.g., random
search, Bayesian optimization, multi-fidelity optimization, etc.). For
the second challenge, we further propose an algorithm-agnostic
sampling framework to support asynchronous and synchronous
parallel evaluations conveniently without any ad-hoc modifications.
(Multi-fidelity Optimizer.) Multi-fidelity methods [23, 30, 35, 41, 53,
58, 70] have achieved success in hyper-parameter tuning. Mean-
while, it produces multi-fidelity measurements which can help
determine the optimal bracket for evaluation. In Hyper-Tune, we
implement a multi-fidelity optimizer by default based on MFES-
HB [41] to utilize multi-fidelity measurements, and build a multi-
fidelity ensemble surrogate by combining all base surrogates:

𝑀MF = agg({𝑀1, ..., 𝑀𝐾 };𝜽 );

The surrogate𝑀MF is used to guide the configuration search, instead
of the high-fidelity surrogate 𝑀𝐾 only, in the framework of BO.
Concretely, we combine the base surrogates with weighted bagging,
and the weights 𝜽 are exactly the parameters obtained in Section 4.1.
Each 𝜃𝑖 also reflects the reliability when applying the corresponding
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Algorithm 2: Sampling procedure.
Input: the hyper-parameter space X, measurements 𝐷1 , 𝐷2 , ..., 𝐷𝐾 , pending

configurations𝐶pending being evaluated on workers, the multi-fidelity surrogate
𝑀𝑀𝐹 , and acquisition function 𝛼 ( ·) .

1 calculate 𝑦̂, the median of {𝑦𝑖 }𝑛𝑖=1 in 𝐷𝐾 ;
2 impute new measurements 𝐷new = {(𝒙pending, 𝑦̂) : 𝒙pending ∈ 𝐶pending };
3 refit the surrogate𝑀𝐾 in𝑀𝑀𝐹 on 𝐷aug , where 𝐷aug = 𝐷𝐾 ∪𝐷new , and build the

acquisition function 𝛼 (𝒙, 𝑀) using𝑀𝑀𝐹 ;
4 return the configuration 𝒙∗ = argmax𝒙∈X 𝛼 (𝒙, 𝑀𝑀𝐹 ) .

low-fidelity information from partial evaluations with 𝑟𝑖 units of
training resources to the target problem. Finally, the predictive
mean and variance of𝑀𝑀𝐹 at configuration 𝒙 are given by:

𝜇𝑀𝐹 (𝒙) =
∑︁
𝑖

𝜃𝑖 𝜇𝑖 (𝒙), 𝜎2
𝑀𝐹

(𝒙) =
∑︁
𝑖

𝜃2𝑖 𝜎
2
𝑖 (𝒙), (3)

where 𝜇𝑖 (𝒙) and 𝜎2𝑖 (𝒙) are the mean and variance predicted by the
base surrogate 𝑀𝑖 at configuration 𝒙 . Based on the multi-fidelity
measurements, this multi-fidelity surrogate could learn the objec-
tive function well, and can be used to speed up the search process.
Algorithm-agnostic Sampling. As mentioned previously, we
need an algorithm-agnostic framework to extend the sequential
method to the sync/asynchronous parallel settings seamlessly. To
this end, we adopt an algorithm-agnostic sampling framework,
which leverages the local penalization-based strategy [20, 43],
where each pending evaluation is imputed with the median of
performance in 𝐷𝐾 . This framework enables that each algorithm
could adapt to the parallel scenarios easily. Algorithm 2 gives the
algorithm-agnostic sampling procedure of optimizers.

5 EXPERIMENTS AND RESULTS

We now present empirical evaluations of Hyper-Tune. We first
focus on the end-to-end efficiency between Hyper-Tune and other
state-of-the-art systems. We then study two more specific aspects:
scalability and robustness.

5.1 Experimental Settings

Compared Methods. We compare Hyper-Tune with the man-
ual setting given by our enterprise partner and the following ten
baselines. (1) A-Random: Asynchronous Random Search [6] that
selects random configurations to evaluate asynchronously, (2) BO:
Batch-BO [20] that samples a batch of configurations to evaluate
synchronously, (3) A-BO: Async Batch-BO [43] that samples a batch
of configurations to evaluate asynchronously, (4) SHA: Successive
Halving Algorithm [28] that adaptively allocates training resources
to configurations with multi-stage early-stopping, (5) ASHA [40]
that improves SHA asynchronously via configuration promotion, (6)
Hyperband [39] that applies a bandit strategy to allocate resources
dynamically based on SHA, (7) A-Hyperband [40] that extends
Hyperband to asynchronous settings via ASHA, (8) BOHB [16]
that combines the benefits of both Hyperband and Bayesian op-
timization, (9) A-BOHB [64] that improves BOHB with asynchro-
nous multi-fidelity optimizations, (10) MFES-HB [42] that combines
Hyperband and multi-fidelity Bayesian optimization. Note that
Batch-BO, SHA, Hyperband, BOHB, and MFES-HB are synchro-
nous methods, and the others are asynchronous ones.
Tasks. We run experiments on the following tuning tasks:
(1) Neural Architecture Search. We use the NAS-Bench-201 [15]
which includes offline evaluations of neural network architectures.

The search space consists of 6 hyper-parameters. The minimum and
maximum number of epochs in NAS-Bench-201 are 1 and 200. HB-
based methods use 4 brackets, and the default number of workers
is 8. We evaluate Hyper-Tune on three built-in datasets – CIFAR-
10-Valid, CIFAR-100, and ImageNet16-120, where the total budgets
are 24, 48, and 120 hours, respectively. We finish each method once
the simulated training time reaches the given budget.
(2) Tabular Classification. We tune XGBoost [12] on four large
datasets from OpenML [65] – Pokerhand, Covertype, Hepmass, and
Higgs. The hyper-parameter space of XGBoost includes 9 hyperpa-
rameters. For partial evaluations, we use the subset of the training
set instead of using the entire set. The minimum and maximum
size of subset are 1/27 and 1. HB-based methods use 4 brackets, and
the default number of workers is 8. The time budgets for the above
four datasets are 2, 3, 6, and 6 hours, respectively. Each worker is
equipped with 8 CPU cores during evaluation.
(3) Image Classification.We tune ResNet [21] on the image classifica-
tion dataset – CIFAR-10. The search space includes batch size, SGD
learning rate, SGD momentum, learning rate decay, and weight de-
cay. Cropping and horizontal flips are used as default augmentation
operations. The minimum and maximum number of epochs are 1
and 200. HB-based methods use 4 brackets, and the default number
of workers is 4. The time budget is 48 hours. Each worker has 8
CPU cores and 1 GPU during evaluation.
(4) Language Modelling.We tune a 3-layer LSTM [22] on the dataset
Penn Treebank. The search space includes batch size, hidden size,
learning rate, weight decay and five hyper-parameters related to
dropout. The embedding size is 400. The minimum and maximum
number of epochs are 1 and 200. HB-based methods use 4 brackets,
and the time budget is 48 hours; the default number of workers is
4, and each worker uses 8 CPU cores and 1 GPU during evaluation.
Implementation Details. Two metrics are used in our experi-
ments, including (1) the classification error for XGBoost tuning,
ResNet tuning, and neural architecture search, and (2) the perplex-
ity when tuning LSTM. We use the validation and test performance
stored in NAS-Bench-201 directly for neural architecture search. In
the XGBoost tuning experiment, we randomly divide 60% of the
total dataset as the training set, 20% as the validation set, and the
left as the test set. In the other experiments, we split 20% of the
training dataset as the validation set. Then, we track the wall clock
time (including optimization overhead and evaluation cost), and
store the lowest validation performance after each evaluation. The
best configurations are then applied to the test dataset to report the
test performance. All methods are repeated ten times with different
random seeds, and the mean validation performance across runs
is plotted. We include more experimental setups and reproduction
details about Hyper-Tune in the supplementary material.

5.2 Architecture Search on NAS-Bench-201

Figure 5 shows the results on NAS-Bench-201 datasets. Due to
the utilization of parallel resources issue in Hyperband, asynchro-
nous random search (A-Random) outperforms synchronous Hyper-
band. Hyper-Tune obtains the best anytime and converged per-
formance among all methods. Concretely, it achieves 8.2×, 11.2×
and 6.3× speedups against BOHB, and obtains 3.3×, 2.9×, and 2.0×
speedups compared with A-BOHB on CIFAR-10-valid, CIFAR-100,
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Figure 5: Validation error (%) of tuning architectures on three datasets based on NAS-Bench-201.
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Figure 6: Validation error (%) of tuning XGBoost on four large datasets.
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(a) LSTM on Penn Treebank
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Figure 7: Results of tuning LSTM and ResNet.

and ImageNet16-120 respectively, which indicates its superior effi-
ciency over the state-of-the-art methods. In addition, Hyper-Tune
also gets the best test accuracy (See the results in Appendix A.5).

As reported in NAS-Bench-201 [15], the best method is regular-
ized evolutionary algorithm (REA) [55]. For fair comparison, we
also extend REA to an asynchronous version – A-REA. From Fig-
ure 5, we have that Hyper-Tune shows consistent superiority over
A-REA. Remarkably, Hyper-Tune reaches the global optimum on
CIFAR-100 and ImageNet-16-120 across all the ten runs, which also
indicates the efficiency of Hyper-Tune.

5.3 Tuning XGBoost on Large Datasets

In Figure 6, we compare Hyper-Tune with the manual setting and
ten competitive baselines by tuning XGBoost on four large datasets.
The configurations from tuning algorithms outperform the man-
ual settings on test results, which shows the necessity of tuning
hyper-parameters for machine learning models. Different from the
other experiments, the resource type here is the subset of dataset,
i.e., we use different sizes of datasets subset to perform partial eval-
uation if necessary. As BO and A-BO evaluate each configuration
completely, it takes them a long time to converge to a satisfactory
performance due to expensive evaluation cost (15 minutes per trial

on Covertype). In addition, Hyper-Tune and MFES-HB perform
better than HyperBand, BOHB and most asynchronous methods,
which indicates the advantage of leveraging low-fidelity measure-
ments. Among the considered methods, Hyper-Tune achieves very
competitive anytime performance, and obtains the best converged
performance on all of the four datasets.

5.4 Tuning LSTM and ResNet

Figure 7(a) show the results of tuning LSTM on Penn Treebank.
A-BOHB shows the worst converged performance among baselines,
which we attribute to its failure of exploiting multi-fidelity measure-
ments. A-Hyperband, MFES-HB, and Hyper-Tune show similar
results in the early stage (19 hours), but after that, the perplexity of
A-Hyperband stops decreasing as random sampling fails to exploit
history observations efficiently. After 150k secs (about 41 hours),
Hyper-Tune outperforms all baselines.

In Figure 7(b), we display the average error of tuning ResNet
on CIFAR-10. As SHA and ASHA always start evaluating each
configuration from the least resources, they cannot distinguish
noisy low-fidelity results, which may explain their overall worst
performance. Though Hyper-Tune and MFES-HB obtain a similar
result (93.4%), Hyper-Tune shows a better anytime performance
due to its asynchronous scheduling.

5.5 Scalability Analysis

Figure 9 demonstrates the optimization curve with different number
of parallel workers on two tuning tasks. We evaluate Hyper-Tune
by tuning the counting-ones function [16] and XGBoost on Cover-
type. The details about the counting-ones function are provided in
Appendix A.4. To demonstrate the scalablility of Hyper-Tune, we
set the maximum number of workers to 256 and 64. On both tasks,
the anytime performance is better when Hyper-Tune uses more
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Figure 8: Ablation studies for different components in Hyper-Tune.
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Figure 9: Scalability on the number of workers.

workers, which indicates that Hyper-Tune scales to the number of
workers well. Notably, Hyper-Tune with the maximum number of
workers achieves 145.7x and 18.0x speedups compared with sequen-
tial Hyper-Tune on Counting-ones Benchmark and Covertype.

5.6 Industrial-Scale Tuning Application

In addition, we also evaluate Hyper-Tune on an industrial-scale
tuning task for recommendation, which aims at identifying active
users. The dataset provided by our enterprise partner includes more
than one billion instances, and we train the model using the data of
seven days and evaluate it using the data of the following day. The
number of workers is 10 and the time budget is 48 hours. We evalu-
ate ASHA, BOHB, A-BOHB and Hyper-Tune, and they improve
the manual setting by -0.05%, 0.19%, 0.35% and 0.87%, respectively.
Moreover, we conduct an ablation study onHyper-Tune by keeping
out one of the component in Table 2. We observe performance gain
by introducing each component into Hyper-Tune while Bracket
Selection leads to the largest gain. While at least one component is
absent in competitive baselines, Hyper-Tune improves the AUC of
the second-best baseline A-BOHB by 0.54%, which is a wide margin
considering the potential commercial values.

5.7 Ablation Study

Bracket Selection. Figures 8(a) and 8(b) illustrate the effectiveness
of the proposed bracket selection method. We also add bracket
selection (BS) to the asynchronous variant of Hyperband and
BOHB. Note that the asynchronous BOHB here is parallelized via
ASHA, but not A-BOHB mentioned in the experimental setups. We
have that adding bracket selection helps asynchronous Hyperband,
BOHB, andHyper-Tune converge better. In addition, in Figure 8(b),
though the converged performance of Hyper-Tune remains almost
the same when bracket selection is employed, the anytime perfor-
mance improves before 324k secs (90 hours). We owe this gain to
the resource allocation strategy learned during optimization rather
than attempting all the choices via round robin.

Table 2: Ablation study on Hyper-Tune. The improvement

indicates the performance gain upon manual settings.

Methods Improvement (%) Δ (%)

w/o BS 0.54 -0.33
w/o D-ASHA 0.75 -0.12
w/o MFES 0.56 -0.31

Hyper-Tune 0.87 -

D-ASHA. Figures 8(c) and 8(d) show the results of applying D-
ASHA. For ASHA, Hyperband and BOHB, we observe a slight im-
provement on both anytime and converged performance when
applying D-ASHA. For Hyper-Tune, the validation error decreases
by a large margin (0.5%) on Covertype with the aid of D-ASHA.
The delay strategy could prevent the frequent promotion issue in
ASHA, and further improve the sample efficiency. Therefore, D-
ASHA could achieve a higher sample efficiency while keeping the
advantage of asynchronous mechanism.
Multi-fidelity Optimizer. We compare different optimizer for con-
figuration sampling, including random sampling (A-Hyperband
+ BS), high-fidelity optimizer (A-BOHB + BS), and multi-fidelity
optimizer (OURS + BS). As shown in Figure 8(a) and 8(b), we have
that surrogate-based methods outperform random sampling, while
multi-fidelity optimizer outperforms high-fidelity optimizer. The
reason is that it takes the low-fidelity measurements into consid-
eration when selecting the next configuration to evaluate. It also
indicates that when performing hyper-parameter tuning, the low-
fidelity measurements could provide useful information about the
objective function, and can be used to speed up the search process.

6 CONCLUSION

In this paper, we presented Hyper-Tune, an efficient and robust
distributed hyper-parameter tuning framework at scale. Hyper-
Tune introduces three core components targeting at addressing the
challenge in the large-scale hyper-parameter tuning tasks, including
(1) automatic resource allocation, (2) asynchronous scheduling,
and (3) multi-fidelity optimizer. The empirical results demonstrate
that Hyper-Tune shows strong robustness and scalability, and
outperforms state-of-the-art methods, e.g., BOHB and A-BOHB, on
a wide range of tuning tasks.
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