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ABSTRACT
Traffic prediction has drawn increasing attention for its ubiquitous
real-life applications in traffic management, urban computing, pub-
lic safety, and so on. Recently, the availability of massive trajectory
data and the success of deep learning motivate a plethora of deep
traffic prediction studies. However, the existing neural-network-
based approaches tend to ignore the correlations between multiple
types of moving objects located in the same spatio-temporal traffic
area, which is suboptimal for traffic prediction analytics.

In this paper, we propose a multi-source deep traffic prediction
framework over spatio-temporal trajectory data, termed as MDTP.
The framework includes two phases: spatio-temporal feature mod-
eling and multi-source bridging. We present an enhanced graph
convolutional network (GCN) model combined with long short-
term memory network (LSTM) to capture the spatial dependencies
and temporal dynamics of traffic in the feature modeling phase. In
the multi-source bridging phase, we propose two methods, Sum and
Concat, to connect the learned features from different trajectory
data sources. Extensive experiments on two real-life datasets show
that MDTP i) has superior efficiency, compared with classical time-
series methods, machine learning methods, and state-of-the-art
neural-network-based approaches; ii) offers a significant perfor-
mance improvement over the single-source traffic prediction ap-
proach; and iii) performs traffic predictions in seconds even on tens
of millions of trajectory data. we develop MDTP+, a user-friendly
interactive system to demonstrate traffic prediction analysis.
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1 INTRODUCTION
Traffic prediction that forecasts future traffic status (e.g., traffic
volume of a road network) based on historical traffic data, serves a
wide range of real-life applications in traffic management [2], urban
computing [36], public safety [31], and so on. Here we give two
examples. As the first example shown in Figure 1(a), the accurate
volume prediction of a road network can support real-time road
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(a) Road Navigation (b) Bike Allocation

Figure 1: Traffic Prediction for Real-life Applications

navigation services to help drivers choose a more convenient travel
path when they are driving. Except for that, good traffic prediction
is also essential for transportation scheduling. As another example
depicted in Figure 1(b), a precise region volume prediction can assist
bike allocation by distributing more shared-bicycles in crowded
urban regions to ease traffic congestion in advance.

With the increasing availability of massive spatio-temporal tra-
jectory data and the urgent demand to build intelligent transporta-
tion system (ITS), many studies have investigated the problem of
traffic prediction in terms of volume prediction [19], speed predic-
tion [11], flow prediction [33], and so on. In this paper, we mostly
focus on the volume prediction, since it is the key and foundation to
solve a series of traffic problems [24]. Figure 2 illustrates a volume
prediction example. There are 4 disjointed nodes where each node
denotes a region in the map, while the directed edges represent the
transition flows among these observed regions. Based on that, we
can calculate the traffic volume including in and out volume of each
region during each discretized time interval. For example, the in vol-
ume of region 𝑟1 during𝑇1 is 2 and the corresponding out volume is
4, since there are 2 vehicles (i.e., one bike and one taxi) flowing in 𝑟1
and 4 vehicles (i.e., three bikes and one taxi) flowing out 𝑟1 during
time interval 𝑇1. The overall traffic volume during 𝑇1 is as below:
region 𝑟1 (in: 2, out: 4), region 𝑟2 (in: 3, out: 3), region 𝑟3 (in: 3, out:
1), and region 𝑟4 (in: 3, out: 3). Thus, given historical traffic status
(i.e., traffic volume of each region from 𝑇1 to 𝑇𝑛), we aim to predict
the traffic volume of all observed regions for the future time 𝑇𝑛+1.
To address this, many classical methods have been proposed, which
can be classified into time-series based and traditional machine
learning based ones. However, those approaches either do not well
capture the complex nonlinear spatio-temporal dependencies in
traffic networks or rely heavily on additional manual feature ex-
traction processing [26]. The more details are discussed in Section
2.1. As a result, they are unsuitable and inefficient for large-scale,
dynamic, and complex traffic prediction tasks.

1289

https://doi.org/10.14778/3457390.3457394
https://creativecommons.org/licenses/by-nc-nd/4.0/
mailto:info@vldb.org
https://doi.org/10.14778/3457390.3457394


Volume at Tn+1

...

Traffic Network at T1

r1 r2

r3 r4

r1 r2

r3 r4

r1 r2

r3 r4

r1 r2

r3 r4

r1 r2

r3 r4

r1 r2

r3 r4

r1 r2

r3 r4

r1 r2

r3 r4

In Out

Bike

Taxi

r1 r2

r3 r4

r1 r2

r3 r4

r1 r2

r3 r4

r1 r2

r3 r4

In Out

Bike

Taxi

r1
2

r2
3

r3

0
r4

2

r1
2

r2
3

r3

0
r4

2
r1

4
r2

1
r3
3

r4
2

r1

4
r2

1
r3
3

r4
2

r1
2

r2
2

r3

2
r4

2

r1
2

r2
2

r3

2
r4

2
r1

1
r2

4
r3
3

r4
1

r1

1
r2

4
r3
3

r4
1

In Out

Bike

Taxi

r1
2

r2
3

r3

0
r4

2
r1

4
r2

1
r3
3

r4
2

r1
2

r2
2

r3

2
r4

2
r1

1
r2

4
r3
3

r4
1

In Out

Bike

Taxi

r1 r2

r3 r4

r1 r2

r3 r4

predictextract

Volume at Tn

In Out

Volume at T1Region Map

r1 r2

r3 r4

r1 r2

r3 r4

r1

1
r2

2
r3

2
r4

1

r1

1
r2

2
r3

2
r4

1
r1

1
r2

1
r3
1

r4
2

r1

1
r2

1
r3
1

r4
2

r1

3
r2

0
r3

1
r4

2

r1

3
r2

0
r3

1
r4

2
r1

1
r2

3
r3
0

r4
1

r1

1
r2

3
r3
0

r4
1

Bike

Taxi

r1

1
r2

2
r3

2
r4

1
r1

1
r2

1
r3
1

r4
2

r1

3
r2

0
r3

1
r4

2
r1

1
r2

3
r3
0

r4
1

Bike

Taxi

Volume at Tn+1

...

Traffic Network at T1

r1 r2

r3 r4

r1 r2

r3 r4

r1 r2

r3 r4

r1 r2

r3 r4

In Out

Bike

Taxi

r1
2

r2
3

r3

0
r4

2
r1

4
r2

1
r3
3

r4
2

r1
2

r2
2

r3

2
r4

2
r1

1
r2

4
r3
3

r4
1

In Out

Bike

Taxi

r1 r2

r3 r4

predictextract

Volume at Tn

In Out

Volume at T1Region Map

r1 r2

r3 r4

r1

1
r2

2
r3

2
r4

1
r1

1
r2

1
r3
1

r4
2

r1

3
r2

0
r3

1
r4

2
r1

1
r2

3
r3
0

r4
1

Bike

Taxi

Figure 2: Illustration of Traffic Volume Prediction

More recently, inspired by the success of deep learning tech-
nologies in natural language processing [5], computer vision [18],
and speech recognition [16], many researchers start to explore
the end-to-end learning abilities of various deep learning models
for data-driven traffic prediction studies, which aim to model the
complex spatial and temporal dependencies of traffic networks by
neural-network models. Three challenges exist when applying deep
learning models to traffic prediction, as stated below.

Challenge I: Multi-source data influence. Different types of mov-
ing objects may have spatio-temporal correlations when they move
in the same/similar spatio-temporal traffic areas. To verify such an
assumption, we give visualization insights into the evaluated public
trajectory datasets (i.e., the NYC-Taxi and NYC-Bike whose dataset
descriptions are detailed in Section 5) in terms of their spatial and
temporal correlations, respectively. (i) To discover the spatial corre-
lation, we first partition the whole city into 11*11 disjointed spatial
regions and then count the number of taxis and bikes in each region.
Finally, we plot the results in the form of heatmaps. Figure 3 shows
the taxi distribution and bike distribution maps of New York City. It
is obvious that their spatial distributions are similar, which implies
their potential correlations. (ii) To find the temporal correlation, we
choose a day/week, and split the whole time span into equal time
slots, where each time slot represents four hours of a day or one
day of a week. Next, we calculate the number of taxis and bikes in
each time slot. As depicted in Figure 7, taxis and bikes have similar
moving trends in a day/week, which also indicates their temporal
dependence. Nonetheless, existing deep traffic prediction methods
only consider single type of trajectory data (e.g., taxi or bike), and
they can only forecast one type of traffic volume at each time. In
other words, they predict taxi volume with historical taxi data or
estimate bike volume with historical bike data. Motivated by these,
we propose the multi-source deep traffic prediction framework,
which can not only extract the hidden complex spatio-temporal
correlations between different kinds of moving objects to improve
traffic prediction performance but also supply a multi-prediction
mechanism to forecast various traffic volumes simultaneously.

Challenge II: Dynamic spatial dependencies. Although existing
deep traffic prediction studies use convolutional neural networks
(CNNs) and graph convolutional networks (GCNs) to capture spatial
dependencies, two limitations exist. On the one hand, the CNNs-
based architectures capture the neighbor spatial traffic dependence
step by step, but fail to directly capture long-term spatial depen-
dence [8]. On the other hand, although the most popular GCNs-
based approaches can learnmore hidden features of traffic networks

(a) Taxi Distribution of NYC (b) Bike Distribution of NYC

Figure 3: Spatial Distribution Map of Taxi and Bike

(a) Day (b) Week

Figure 4: Temporal Correlation between Taxi and Bike

compared with CNNs, they are inefficient for capturing dynamic
spatial traffic dependence. The dynamic spatial dependence means
that the relationship between two static locations may vary at dif-
ferent timestamps. For example, the spatial connections between
residential and commercial areas at morning and evening peak
hours have more relevant than those at other times. GCNs-based
traffic prediction models consist of two core concepts, node and
edge, where a node denotes a road intersection [6] or a region [35]
while an edge represents the relationship between nodes. Existing
GCNs-based methods tend to assign edges with statistics attributes
(such as road distance [30] and additional context [21]), which leads
model to learn static spatial dependence of traffic network. To solve
this challenge, we denote the edges of GCN model with dynamic
traffic flows. Hence, our deep traffic prediction model can explicitly
model dynamic spatial correlations of traffic network.

Challenge III: Demonstration of deep traffic prediction. Existing
deep traffic prediction methods mainly focus on improving the effi-
ciency and effectiveness of various traffic prediction tasks. However,
little work puts attention on the visualization and demonstration
of traffic prediction analysis, making it hard for developers and
users to view and apply it to real-world application scenarios. To
tackle this challenge, we further develop a user-friendly interactive
system based on our proposed deep traffic prediction framework.
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To address the above challenges, we present a multi-source deep
traffic prediction framework over spatio-temporal trajectory data,
i.e., MDTP, which achieve an effective and multi-prediction analy-
sis. Specifically, our framework MDTP mainly contains two phases:
(i) spatio-temporal feature modeling that captures dynamic spatio-
temporal traffic dependencies, and (ii) multi-source bridging that
discovers co-relations between multi-source trajectory data for im-
proving traffic prediction performance. To sum up, this paper makes
the following key contributions:
• Multi-source deep traffic prediction.We, for the first time, pro-
pose a deep traffic prediction framework MDTP over multi-
source trajectory data, which utilizes the spatio-temporal
correlations between different types of moving objects. Once
the MDTP is trained, it can be efficiently adapted to simulta-
neously predict different types of traffic volumes.
• Dynamic traffic network modeling. We present an effective
dynamic traffic network modeling approach to capture both
spatial and temporal dependencies. Specifically, we introduce
an enhanced GCN model with the traffic flow to learn the
spatial dependency of the dynamic traffic network. Then, we
use the LSTM model to capture the dynamic and long-term
temporal relationships in the time-series of traffic status.
• Visualization demonstration.Wedevelop a new cross-platform
system called MDTP+ based on the MDTP framework, which
is a useful tool to help apply our framework in real-life appli-
cations. Besides, MDTP+ provides a user-friendly interactive
interface for traffic prediction analytics.
• Extensive experiments.We conduct extensive experimental
evaluations on two large-scale real trajectory data sets. The
results demonstrate that our proposed MDTP can achieve
the best prediction performance, compared with 6 popular
baselines. Besides, MDTP also offers superior scalability and
efficiency as it makes predictions in seconds even on tens of
millions of trajectory data.

The rest of the paper is organized as follows. Section 2 reviews
the relatedwork. Section 3 presents the problem definition. Section 4
details our frameworkMDTP. The experimental results are reported
in Section 5, and the demonstration of our framework MDTP is
presented in Section 6. Finally, Section 7 concludes the paper and
offers potential research directions.

2 RELATEDWORK
In this section, we review the related traffic prediction work includ-
ing traditional methods and deep learning models.

2.1 Traditional Prediction Methods
In the earlier traffic prediction studies, a wide range of methods [25]
have been proposed, including time-series and traditional machine
learning methods. For the time-series methods, researchers treat
the traffic prediction as a time-series prediction problem. Hence, the
classic Autoregressive Integrated Moving Average (ARIMA) models
combined with Kalman Filtering [9, 15] have been widely used for
traffic prediction. However, those time-series methods are based on
linear models which assume that the traffic is stationary. Thus, they
fail to model the complex nonlinear relationships in the time di-
mension. Also, they ignore the traffic network’s spatial dependence.

To capture spatio-temporal correlations from traffic networks, ma-
chine learning models are employed to make a flexible data-driven
traffic prediction. Traditional machine learning methods include the
support vector regression [10], 𝑘-nearest neighbor [29], Bayesian
Network [37], and probabilistic models [1]. Nevertheless, these
methods achieve a high prediction accuracy for simple and small-
size traffic data, and thus, they are inefficient to mine the deep and
implicit spatio-temporal correlations in massive traffic data.

2.2 Deep Learning Prediction Models
Inspired by the success of deep learning in many application sce-
narios, the deep-learning-based methods are becoming the most
popular in traffic prediction [20]. Many researchers apply deep
learning models to traffic prediction, such as CNNs-based, RNNs-
based, and hybrid models-based. CNNs-based approaches [12, 13]
model the city traffic as an image that consists of disjointed equal
grids, where each grid models its spatial traffic features. They use
convolutional neural networks (CNNs) to capture the spatial depen-
dency of traffic network. The RNNs-based methods [4, 14] utilize
recurrent neural networks (RNNs) to extract the temporal corre-
lations of traffic status. However, CNNs-based and RNNs-based
methods model the traffic’s spatial and temporal dependency sep-
arately. To this end, hybrid-based methods are developed. Wu et
al. [23] propose a CNN-RNN model, to jointly capture the spatio-
temporal features of traffic network. Since the traffic is also affected
by external factors (e.g., weather and activities), Yao et al. [27] inte-
grate CNN, LSTM, and semantic embedding to improve prediction
performance. Recently, Zhang et al. [33] offer a new CNN-based
multi-task deep learning framework to simultaneously forecast the
node flow and edge flow. Yao et al. [26] combines CNN and multiple
LSTMs to capture the long-term period dependence of dynamic
traffic networks. Nonetheless, the above approaches can only cap-
ture neighbor spatial dependence step by step, but fail to directly
capture long-term spatial dependence in a big traffic network.

More recently, the state-of-the-art graph convolutional network
(GCNs) is used to exploit the graph structure information in city traf-
fic [22, 28], e.g., road network and region network. Specifically, the
GCNs build blocks to learn graph-structured data via pre-defined
nodes and edges. Based on this, GCNs enable extracting a node’s
high-level features by aggregating feature information from its
neighbor nodes through edges. Inspired by that, existing GCN-
based traffic prediction methods typically model the city traffic as a
traffic graph, where the node denotes traffic object (e.g., a sensor or
a road intersection) and the edge represents relation between nodes.
Hence, the node features (i.e., traffic volume) can be captured via
GCN models. However, existing GCN-based methods mostly assign
a static weight to the edge, such as road distance or static infor-
mation, which are not able to deal with dynamic traffic network.
To this end, we present an enhanced GCN model to capture the
temporal and spatial dependence of dynamic city traffic, where the
node denotes region volumes, and the edge represents region flows.
Note that, all the above deep traffic prediction approaches model the
traffic network based on a single type of trajectory data, and ignore
the correlations between multiple types of moving objects in the
same spatio-temporal conditions. In contrast, our proposed MDTP
method handles the complex and dynamic traffic prediction by
capturing the hidden correlations across multi-source trajectories.
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3 PROBLEM STATEMENT
Since we model the city traffic using GCNs [28], a specific traffic
graph structure 𝐺 = (𝑉 , 𝐸) should be carefully designed to capture
spatio-temporal dependence of dynamic traffic. In this section, we
first define a node or an edge in our graphmodel𝐺 , and then, we give
the problem formulation of multi-source deep traffic prediction.

Definition 3.1. (Node) Tomodel the traffic with the graph topology,
we partition the whole city space into an 𝐼 × 𝐽 grid map based on the
longitude and latitude, denoted as 𝑉 = {𝑟1, 𝑟2, ..., 𝑟𝐼×𝐽 }. Each region
𝑟𝑖 (1 ≤ 𝑖 ≤ 𝐼 × 𝐽 ) represents a spatial node.

There are totally 𝑁 = 𝐼 × 𝐽 nodes (i.e., regions). As an example
shown in Figure 2, there exists four regions in the map, including
𝑟1, 𝑟2, 𝑟3, and 𝑟4. We model each region as a node, which associates
with two types of volumes, in volume and out volume.

Definition 3.2. (In/Out Volume) Given a set 𝑃 of trajectories and
a discretized time interval 𝑇 , for a node 𝑟𝑖 𝑗 that locates at the i𝑡ℎ

row and j𝑡ℎ column in the grid map, it associates with two types of
volumes during time interval 𝑇 , as defined respectively.

𝑥
in,𝑖, 𝑗
𝑇

=
∑
𝑇𝑟 ∈𝑃

��{𝑇𝑟 (𝑒).𝑙 ∈ 𝑟𝑖 𝑗 ∧𝑇𝑟 (𝑠) .𝑙 ∉ 𝑟𝑖 𝑗 ∧𝑇𝑟 (𝑒) .𝑡 ∈ 𝑇
}�� (1)

𝑥
out,𝑖, 𝑗
𝑇

=
∑
𝑇𝑟 ∈𝑃

��{𝑇𝑟 (𝑠) .𝑙 ∈ 𝑟𝑖 𝑗 ∧𝑇𝑟 (𝑒).𝑙 ∉ 𝑟𝑖 𝑗 ∧𝑇𝑟 (𝑠) .𝑡 ∈ 𝑇
}�� (2)

where 𝑥 in,𝑖, 𝑗
𝑇

and 𝑥
out,𝑖, 𝑗
𝑇

denote the in volume and out volume of
region 𝑟𝑖 𝑗 in time interval 𝑇 , respectively. 𝑇𝑟 is a trajectory in 𝑃 , and
it consists of time-ordered GPS points in the form of (𝑙, 𝑡), of which
𝑙 is the geo-location and 𝑡 denotes the timestamp. 𝑇𝑟 (𝑠) and 𝑇𝑟 (𝑒)
represent the start and end GPS point of 𝑇𝑟 , respectively. In addition,
|·| denotes the cardinality of a set.

For example, in Figure 2, for each node/region at time interval
𝑇1, we can calculate its in volumes of taxi and bike as well as out
volumes of taxi and bike according to Definition 3.2. For four nodes
(i.e., 𝑟1, 𝑟2, 𝑟3, and 𝑟4) at 𝑇1, the in and out volumes of the bike are
(1, 2, 2, 1) and (3, 0, 1, 2) respectively; and the in and out volumes
of taxi are (1, 1, 1, 2) and (1, 3, 0, 1) respectively.

Definition 3.3. (Edge) Given a trajectory set P and a time interval
𝑇 , an edge 𝑒 (𝑟𝑠 ,𝑟𝑒 )

𝑇
connects nodes 𝑟𝑠 and 𝑟𝑒 during time interval 𝑇 ,

which denotes the directed volume flow from 𝑟𝑠 to 𝑟𝑒 at 𝑇 .

𝑒
(𝑟𝑠 ,𝑟𝑒 )
𝑇

=
∑
𝑇𝑟 ∈𝑃

|{𝑇𝑟 (𝑠) ∈ 𝑟𝑠 ∧𝑇𝑟 (𝑒) ∈ 𝑟𝑒 ∧𝑇𝑟 (𝑠).𝑡 ∈ 𝑇 ∧𝑇𝑟 (𝑒).𝑡 ∈ 𝑇 }|

(3)
where 𝑟𝑠 and 𝑟𝑒 are start node and end node of 𝑇𝑟 ∈ 𝑃 , respectively.

Note that, Equation 3 defines the edge weight. Different from the
previous studies that simply employ the spatial distance between
nodes as the edge weights, we utilize the direct volume flows be-
tween nodes as the edge weights. Hence, the edge is dynamic since
the volume flow from 𝑟𝑠 to 𝑟𝑒 varies across different time intervals.
As an example depicted in Figure 2, for the bike, 𝑒 (𝑟1,𝑟2)

𝑇1
is 1, and

𝑒
(𝑟2,𝑟1)
𝑇1

is 0; for the taxi, 𝑒 (𝑟1,𝑟2)
𝑇1

is 1, and 𝑒 (𝑟2,𝑟1)
𝑇1

is 1.
Based on the node and edge, a city traffic can be represented

by 𝐺 = (𝑉 , 𝐸), where 𝑉 denotes the set of nodes and 𝐸 represents

the set of directed edges between all node pairs. Note that, 𝐺 is
a dynamic graph since the in/out volume of each node and the
volume flow (i.e., edge) between nodes vary across different times.

A particular graph 𝐺𝑇 = (𝑉 , 𝐸) captures the topological state
of the spatio-temporal traffic during a time interval 𝑇 . The input
(feature) matrix derived from𝐺𝑇 is denoted as𝑋𝑇 = [X1

𝑇
, ...,X𝑁

𝑇
] ∈

R𝑁×𝐹𝐼×𝑀 , where X𝑖
𝑇
(1 ≤ 𝑖 ≤ 𝑁 ) represents the 𝐹𝐼 features (i.e.,

in and out volumes) of node 𝑟𝑖 considering𝑀 multi-source traffic
flows at time interval T. For example,𝑀 = 2means that two sources
of flows (i.e., bike and taxi flows) are used for traffic prediction. The
adjacency matrix 𝐴flow

𝑇
∈ R𝑁×𝑁×𝑀 derived from 𝐺𝑇 denotes the

edge information between nodes during time interval 𝑇 , where
𝐴ij ∈ 𝐴flow

𝑇
represents the directed edge from node 𝑟𝑖 to node 𝑟 𝑗 .

Definition 3.4. (Multi-source Deep Traffic Prediction). Given
a set G = {𝐺T-S+1,𝐺T-S+2, ...,𝐺T} of historical traffic graphs over past
S time intervals from current time interval T, its corresponding feature
matrix set is X = {𝑋T-S+1, 𝑋T-S+2, ..., 𝑋T} and the adjacency matrix
set is A = {𝐴T-S+1, 𝐴T-S+2, ..., 𝐴T}. Note that G, X, and A ∈ R𝑆×𝑀 ,
where𝑀 is the number of traffic flow sources. Multi-source deep
traffic prediction is to learn a neural-network function 𝑓 to forecast
the traffic status 𝑋T+1 during the next time T+1.

𝑋T+1 = f (G) 𝑜𝑟 𝑋T+1 = f (X,A) (4)

4 OUR METHOD MDTP
In this section, we first give an overview of our framework MDTP,
and then, we present the detailed methods.

4.1 Overview
Figure 5 shows MDTP overview, which consists of spatio-temporal
(ST) feature modeling and multi-source bridging. In the first phase,
two networks (one for bike while one for taxi) are constructed to
capture the dynamic spatial and temporal features of two types of
moving objects over each time interval in T = {𝑇 − 𝑆 + 1,𝑇 − 𝑆 +
2, ...,𝑇 }. This is because, to train a neural-network for prediction, a
set of traffic graphs during the past 𝑆 time intervals are required as
defined in Definition 3.4. In the second phase, ST features learned
from bike and taxi are merged to capture the correlation between
them. Next, we detail the two processing phases, respectively.

4.2 Spatio-temporal Feature Modeling
In ST feature modeling phase, the traffic graphs during the past
𝑆 time intervals are first sequentially fed into our GCN model to
capture the spatial dependence and then fed into the LSTM network
to learn the long-term temporal relationships of traffic network.

Spatial dependency. As discussed in Section 3, a traffic graph
𝐺𝑇 = (𝑉 , 𝐸𝑇 ) captures the topological state of the dynamic traffic
during a time interval 𝑇 . For each 𝐺𝑇 , we can get an input feature
matrix 𝑋𝑇 to denote the features of all nodes, and a counterpart
weight matrix 𝐴𝑇 that is also called adjacency matrix to represent
the edges between nodes. In MDTP, 𝐴 is a dynamic flow adjacency
matrix, termed as 𝐴flow, whose entry 𝐴𝑖 𝑗 denotes the directed vol-
ume flow from node 𝑟𝑖 to node 𝑟 𝑗 in Definition 3.3. Therefore, we
define the new enhanced graph convolution layer as below,

𝑍 = 𝐴flow𝑋𝑊 (5)
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Figure 5: An Overview of Our Framework MDTP

Temporal dependency. We directly utilize the LSTM network to
capture the evolving temporal relationships of the dynamic traffic,
because LSTM can learn the long-term dependencies of sequential
traffic data [23]. Specifically, after extracting the spatial dependency
of traffic graph𝐺 using the above GCN layer, we can get a sequence
of learned traffic status {𝑍𝑇−𝑆+1, 𝑍𝑇−𝑆+2, ..., 𝑍𝑇 }. Then, we feed
each 𝑍𝑡 (𝑇 − 𝑆 + 1 ≤ 𝑡 ≤ 𝑇 ) into the LSTM layer in order. In
other words, 𝑍𝑡 is output of the GCN layer and the input for the
LSTM layer. By doing these, the LSTM model could model the long
temporal dependency of the dynamic traffic network.

The standard LSTM can be described as an encapsulated cell
with several multiplicative gate units. For a certain time interval
T, the LSTM cell takes as inputs current input vector 𝑥𝑇 and the
state vector of the last time step ℎ𝑇−1, and outputs the state vector
at current time step ℎ𝑇 . Specifically, ℎ𝑇 = 𝑜𝑇 ⊙ tanh (𝑠𝑇 ), where
𝑜𝑇 = 𝜎

(
𝑀𝑜
𝑥𝑥𝑇 +𝑀𝑜

ℎ
ℎ𝑇−1 + 𝑏𝑜

)
and 𝑠𝑇 = 𝑓𝑇 ⊙𝑠𝑇−1+𝑖𝑇 ⊙ ˜𝑠𝑇 . Besides,

𝑓𝑇 = 𝜎

(
𝑀

𝑓
𝑥 𝑥𝑇 +𝑀

𝑓

ℎ
ℎ𝑇−1 + 𝑏 𝑓

)
, 𝑖𝑇 = 𝜎

(
𝑀𝑖
𝑥𝑥𝑇 +𝑀𝑖

ℎ
ℎ𝑇−1 + 𝑏𝑖

)
,

and ˜𝑠𝑇 = 𝜎

(
𝑀𝑠
𝑥𝑥𝑇 +𝑀𝑠

ℎ
ℎ𝑇−1 + 𝑏𝑠

)
. Here, 𝑖𝑇 , 𝑓𝑇 , 𝑜𝑇 , and 𝑠𝑇 rep-

resent input gate, forget gate, output gate, and memory cell, respec-
tively. {𝑀𝑥 , 𝑀ℎ, 𝑏} are the parameters of the corresponding unit.
𝜎 (.) is sigmoid activation function, and ⊙ denotes element-wise
multiplication. In terms MDTP, the 𝑥𝑇 is the learned traffic rep-
resentation 𝑍𝑇 that corresponds to the original traffic graph 𝐺𝑇 .
Eventually, we treat the last hidden state ℎ𝑇+1 as the prediction
result for the subsequent processing.

4.3 Multi-source Bridging
Considering the correlations between multiple types of moving
objects, the ST-features captured from multi-sources (e.g., taxi and
bike) in the first feature modeling phase should be merged, to better
represent the traffic network. As shown in Figure 5, two latent
representations based on the bike network and the taxi network,
i.e., ℎ𝑡𝑎𝑥𝑖 and ℎ𝑏𝑖𝑘𝑒 , are connected in the multi-source bridging
network. Specifically, the bridging pipeline first feeds two latent
representations into the bridge component (i.e., Bridge) and devel-
ops a fully connected network layer (i.e., FC). Then, it feeds the
latent representations and the output of the previous FC layer to-
gether into the bridge component, and finally develops another FC
layer for final prediction results. Such a bridging pipeline enables
simultaneously capturing ST-features frommultiple moving objects
and the relationship between them. Hence, MDTP can achieve more

accurate traffic prediction results, as verified in experiments. Next,
we detail two connect methods [33] used in the bridge component.

Sum Connect. The sum connect method directly sum up two
latent representations (i.e., ℎ𝑡𝑎𝑥𝑖 and ℎ𝑏𝑖𝑘𝑒 ), because they have the
same dimensionality.

H(𝑑, :) = ℎ𝑏𝑖𝑘𝑒 (𝑑, :) + ℎ𝑡𝑎𝑥𝑖 (𝑑, :), 𝑑 = 0, 1, ..., 𝐷 (6)

where 𝐷 denotes the dimensionality of two latent representations
ℎ𝑡𝑎𝑥𝑖 and ℎ𝑏𝑖𝑘𝑒 , andH ∈ R𝐷×𝑁 .

Concat Connect. The concatenation of the two latent represen-
tations ℎ𝑡𝑎𝑥𝑖 and ℎ𝑏𝑖𝑘𝑒 is defined as below.

H(𝑑, :) = ℎ𝑏𝑖𝑘𝑒 (𝑑, :), 𝑑 = 0, 1, ..., 𝐷1 (7)

H(𝑛 + 𝑑, :) = ℎ𝑡𝑎𝑥𝑖 (𝑑, :), 𝑑 = 0, 1, ..., 𝐷2 (8)
where 𝐷1 and 𝐷2 denote the dimensionality of ℎ𝑡𝑎𝑥𝑖 and ℎ𝑏𝑖𝑘𝑒 ,
respectively, andH ∈ R (𝐷1+𝐷2)×𝑁 .

Model Scalability. In this paper, we utilize bike and taxi flows
as the illustration, as they are widely used in road networks and
previous studies [8, 19, 21, 26, 32, 33]. However, it is straightforward
to integrate other traffic flows (e.g., walk flow), as MDTP is flexible
and scalable to support multiple trajectory flows. In the first phase
of MDTP, there are multiple networks where each network enables
capturing the spatio-temporal features from each type of traffic
flow, e.g., bike flow, taxi flow, or other transportation flows. In the
second phase ofMDTP, two bridgingmethods are designed tomerge
the spatio-temporal correlations among multiple types of moving
objects (e.g., bikes and taxis in the paper) in order to improve the
prediction performance. Note that the two bridging methods can
support multiple traffic flows, as they are matrix operations without
any limitation on the number of flow categories.

4.4 Overall Loss Function
Finally, we present the loss function of MDTP, which considers in
and out volumes of each node for different types of moving objects.

L =

𝑁∑
𝑖=1
(
���𝑦type𝑖,𝑖𝑛

− 𝑦type
𝑖,𝑖𝑛

��� + ���𝑦type𝑖,𝑜𝑢𝑡
− 𝑦type

𝑖,𝑜𝑢𝑡

���) (9)

where 𝑦𝑖,𝑖𝑛 denotes the predicted in volume of node 𝑛𝑖 , and 𝑦𝑖,𝑜𝑢𝑡
represents the predicted out volume of node 𝑛𝑖 . Here, 𝑡𝑦𝑝𝑒 stands
for different moving objects (e.g., taxi or bike), and 𝑦 denotes the
actual value of prediction (i.e., ground-truth). The detailed training
process of our method is depicted in Algorithm 1.
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Algorithm 1: Multi-source Deep Traffic Prediction
Input: historical 𝑆 discretized temporal traffic status

G = {𝐺𝑇−𝑆+1,𝐺𝑇−𝑆+2, ...,𝐺𝑇 }, maximum number of
training iterations MaxIter

Output: future traffic volume 𝑋𝑇+1 at𝑇 + 1
1 initialization: historical (X,A) ← G, 𝑎𝑛𝑑 𝑓𝜃 = (𝜃𝐺 ;𝜃𝐿 ;𝜃𝐵 )
2 foreach iter ∈ {0, 1, ...,MaxIter} do
3 Z𝑏 = GCN (𝜃𝑏

𝐺
; X𝑏 ; A𝑏 ), ℎ𝑏 = LSTM (𝜃𝐿 ; Z𝑏 )

4 Z𝑡 = GCN (𝜃𝑡
𝐺
; X𝑡 ; A𝑡 ), ℎ𝑡 = LSTM (𝜃𝑡

𝐿
; Z𝑡 )

5 𝑋
𝑏,𝑡
𝑇+1 = Bridge (𝜃𝐵 ; ℎ𝑏 ; ℎ𝑡 )

6 update 𝑓𝜃 based on Equation 9

7 return 𝑋
𝑏,𝑡
𝑇+1

5 EXPERIMENTS
In this section, we first present experimental settings and then
evaluate MDTP, using two real trajectory data sets.

5.1 Experimental Settings
Datasets.We verify MDTP using two real datasets from New York
(NYC) and Chicago (CHI). Each dataset contains bike and taxi flows,
i.e., NYC-Taxi1, NYC-Bike2, CHI-Taxi3, and CHI-Bike4.
• NYC-Taxi. This dataset contains 53,901,033 trip records of
NYC in 2016 (from 01/01/2016 to 06/30/2016).
• NYC-Bike. This dataset contains 5,675,719 trip records of
NYC in 2016 (from 01/01/2016 to 06/30/2016).
• CHI-Taxi. This dataset contains 956,972 trip records of CHI
in 2016 (from 03/01/2016 to 04/30/2016).
• CHI-Bike. This dataset contains 336,075 trip records of CHI
in 2016 (from 03/01/2016 to 04/30/2016).

We partition NYC into 3 sub-datasets for temporal range evalua-
tion, i.e., the sub-dataset of 1𝑠𝑡 and 2𝑛𝑑 months contains 17,411,420
taxi trips and 1,070,345 bike trips, the sub-dataset of 3𝑛𝑑 and 4𝑡ℎ
months contains 18,760,664 taxi trips and 1,933,028 bike trips, and
the sub-dataset of 5𝑡ℎ and 6𝑡ℎ months contains 17,728,949 taxi
trips and 2,672,346 bike trips. Note that, the last sub-dataset of 5𝑡ℎ

and 6𝑡ℎ months is the default dataset. Each trip includes: pick-up
time/location, drop-off time/location. By the way, it is not easy to
get satisfied datasets for multi-source traffic prediction, as they
need to contain multiple transportation flows, which are required
to have overlaps in both spatial and temporal dimensions.

Baselines.We compare MDTP with existing widely used time
series methods (i.e., HA and ARIMA), popular machine learning
methods (i.e., XGBoost), and the state-of-the-art neural-network-
based approaches (i.e., ST-ResNet and STDN). Specifically, the com-
pared baselines are: (i) HA [9], a classic method that predicts in
volume and out volume of a region using the average value of
historical traffic data in the time periods; (ii) ARIMA [15], a classi-
cal time-series model that combines AR (auto-regression) and MA
(moving average) for spatio-temporal data prediction analysis; (iii)
XGBoost [3], a scalable machine learning algorithm for tree boost-
ing in prediction studies; (iv) ConvL [17], a neural-network-based
1https://www1.nyc.gov/site/tlc/about/tlc-trip-record-data.page
2https://s3.amazonaws.com/tripdata/index.html
3https://data.cityofchicago.org/Transportation/Taxi-Trips-2016/bk5j-9eu2
4https://data.cityofchicago.org/Transportation/Divvy-Trips/fg6s-gzvg

method that combines convolution network and LSTM model to
capture both spatial and temporal features for traffic prediction;
(v) ST [32], a CNN-based prediction model that offers the state-of-
the-art results for crowd volume prediction; and (vi) STDN [26],
a Spatio-Temporal Dynamic Network that uses dynamic similar-
ity between locations and shifted attention mechanism. Note that,
STDN has the state-of-the-art result on traffic prediction, whose
corresponding implementation codes are accessible online5. For
the left baselines, the prediction results on NYC dataset are directly
obtained in their original papers.

Preprocessing. For the spatial granularity, we split both the
NYC and CHI into 11 × 21 regions (i.e., nodes) considering the spa-
tial distribution of traffic flows and the city boundary, following the
study [26]. For the temporal aspect, we set the time interval as one
hour to split the time spans of datasets, which is commonly used
in the literature [34]. Specifically, we predict the traffic volume for
each hour, based on its traffic volumes in the past 24 hours. How-
ever, it is worth mentioning that, MDTP enables flexible spatial
and temporal partitioning strategies determined by specific appli-
cations. Then, we calculate the in and out volumes of each region
and the volume flow between every pair of regions, and use the
min-max normalization to normalize the volumes and flows. Thus,
denormalization is performed on the final prediction results, and we
use the denormalized value for prediction performance evaluation.
During the model testing, we filter the data with volume values
less than 10, in order to maintain the same settings as the baselines.
It is also a common practice in academic and industrial research.
Finally, for each data set, we use 70% as the training set, 10% as the
validation set, and 20% as the testing set.

Hyperparameters. In experiments, we set the hyperparameters
of MDTP based on the performance of the validation data. In the
spatial network, GCN parameters are initialized by default, and
the output feature size is 128. In the temporal network, we set the
window size as 24 to sample data, which is also the length of LSTM.
The layer number of LSTM is 2, and the hidden size of LSTM is 256.
We directly adopt Adam optimizer [7] for training. The batch size
is set to 32, the gradient threshold is set to 5, and the dropout is
set to 0.5. The initial learning rate is 0.001, which is reduced by 10
times every 50 epochs. In addition, we have implemented the early
termination mechanism. Specifically, the training is terminated
when the default validation set’s loss performance does not decline
for 20 consecutive epochs. We implement MDTP in Python and
Pytorch. All experiments are conducted on a server with Intel Silver
4210R, 2.40GHz CPU, 16-GB RAM, and a GTX-1080 11G GPU.

Evaluation metrics. In the experiments, we use three popular
metrics to evaluate the prediction performance following previous
traffic prediction studies [20]: (a) (MAE) MAE = 1

𝑁

∑𝑁
𝑖=1 |𝑦𝑖 − 𝑦𝑖 |,

(b) (RMSE) RMSE =

√
1
𝑁

∑𝑁
𝑖=1 (𝑦𝑖 − 𝑦𝑖 )

2, and (c) (MAPE) MAPE =

100%
𝑁

∑𝑁
1

��� 𝑦𝑖−�̂�𝑖𝑦𝑖

���. Here, 𝑦𝑖 is the ground truth (i.e., actual in/out
volume) of each region 𝑛𝑖 , 𝑦𝑖 is the corresponding predicted value
(i.e., predicted in/out volume) of each region 𝑛𝑖 , and 𝑁 is the region
numbers. The more MAE, RMSE, and MAPE close to 0, the higher
prediction accuracy means.

5https://github.com/tangxianfeng/STDN

1294



Table 1: Performance Comparison on NYC

NYC Methods Out Volume In Volume
MAE RMSE MAPE MAE RMSE MAPE

Taxi

HA 33.56 53.63 25.82% 34.53 62.89 24.10%
ARIMA 27.78 44.56 24.74% 28.36 51.50 23.84%
XGBoost 19.87 31.83 21.56% 22.57 41.09 21.32%
ConvL 21.41 34.34 22.84% 24.50 44.75 23.24%
ST 20.06 32.02 23.54% 22.38 40.89 24.04%

STDN 19.10 29.71 19.37% 19.87 36.07 18.63%
MDTP 17.75 29.32 18.19% 18.71 35.69 17.92%

Bike

HA 10.37 14.55 28.75% 12.32 17.62 27.29%
ARIMA 9.58 13.44 27.23% 11.95 17.07 26.01%
XGBoost 7.95 11.16 24.30% 8.65 12.37 22.73%
ConvL 8.65 12.14 25.93% 9.67 13.86 23.40%
ST 8.14 11.44 25.89% 9.30 13.30 23.17%

STDN 7.30 10.28 22.30% 8.56 12.14 20.86%
MDTP 5.95 8.74 19.01% 6.88 9.95 17.83%

5.2 Prediction Performance Evaluations
In this subsection, we evaluate the prediction performance of MDTP
compared with baselines on NYC and CHI dataset in terms of MAE,
RMSE, and MAPE. Table 1 shows the corresponding results on NYC.
The first observation is that the traditional time-series methods (i.e.,
HA andARIMA) perform theworst since they simply treat historical
traffic data as time-series data and ignore the spatial dependency
of traffic network. The second observation is that the machine-
learning-based XGBoost performs better than HA and ARIMA, as
XGBoost considers spatial correlations of traffic. Furthermore, the
neural-network-based methods (i.e., ST-ResNet, STDN, and our
MDTP) perform the best. The reason is that deep-neural-networks
are able to capture the complex nonlinear temporal dependencies
and dynamic spatial relationships. Last but not the least, MDTP
significantly outperforms all competing baselines by achieving the
lowest𝑀𝐴𝐸, 𝑅𝑀𝑆𝐸, and𝑀𝐴𝑃𝐸 on both NYC-Taxi and NYC-Bike
datasets. This is because, MDTP further considers the correlations
between multiple types of moving objects (i.e., bike and taxi), and
it can learn more spatio-temporal features of the complex traffic
network to improve the prediction performance. Table 2 shows the
corresponding results on CHI dataset. Here, only STDN is used for
comparision, as STDN achieves the best performance among base-
lines. As observed, MDTP also performs better than STDN. This is
because STDN can only utilize a single traffic flow for traffic pre-
diction at a time and ignore the dependence among multiple kinds
of moving objects. In contrast, MDTP considers the correlations
between bike and taxi flows to improve the prediction accuracy.

5.3 Model Performance Evaluations
We then give model evaluations in terms of multi-source effect,
temporal range effect, model scalability, and model efficiency.

Multi-source Effect. We first evaluate multi-source effect on
the prediction performance on NYC and CHI datasets, in order to
validate that our multi-source based MDTP method can improve
the prediction performance over single-source based approaches.
Figure 6 plots the results, where Concat and Sum are the two multi-
source bridging mechanisms of MDTP that considering both bike
and taxi flows for traffic prediction, while Bike-alone and Taxi-
alone mean that MDTP only considers bike or taxi flow at the same

Table 2: Performance Comparison on CHI

CHI Methods Out Volume In Volume
MAE RMSE MAPE MAE RMSE MAPE

Taxi STDN 8.89 14.71 22.27% 7.35 11.03 21.84%
MDTP 8.89 14.67 20.67% 6.91 11.03 19.87%

Bike STDN 5.64 9.17 22.77% 6.27 10.38 24.13%
MDTP 4.98 7.72 19.44% 5.09 7.99 19.51%

NYC Bike-alone NYC Concat NYC Sum

CHI Bike-alone CHI Concat CHI Sum

NYC Taxi-alone

CHI Taxi-alone

NYC Bike-alone NYC Concat NYC Sum

CHI Bike-alone CHI Concat CHI Sum
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CHI Taxi-alone
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Figure 6: Effect of Multi-source Data

time. As expected, the MDTP methods (i.e., Sum and Concat) signif-
icantly improve the prediction performance on both NYC and CHI
datasets compared with single-source based prediction approaches
(i.e., Bike-alone and Taxi-alone), which further demonstrates the
effectiveness of MDTP. Another observation is that Sum performs
slightly better than Contact on NYCwhile Contact performs slightly
better than Sum on CHI in terms of MAPE metric. This is because
the volume difference between bike and taxi flows is big in NYC but
small in CHI. In the case, Contact is based on matrix multiplication
operation, which is more suitable for traffic flow matrices without
big differences. In contrast, Sum is based on matrix add operation,
which is more general for different situations.

Temporal Range Effect. We proceed to study the model per-
formance under different temporal ranges. Specifically, we divide
the NYC dataset into 3 sub-datasets with the details provided in Sec-
tion 5.1, and verify the prediction performance of MDTP compared
with STDN using the sub-datasets. Figure 7 illustrates the corre-
sponding results. Here, only MAPE is employed due to the space
limitation and similar performance shown by MAE and RMSE. As
observed, MDTP shows stable and superior prediction performance
under different temporal ranges, which demonstrates the proposed
MDTP is not sensitive to time-varying.
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Figure 8: Scalability Performance vs. 𝑐𝑎𝑟𝑑𝑖𝑛𝑎𝑙𝑖𝑡𝑦

Table 3: Efficiency Evaluation

Datasets Methods Training (s/epoch) Predicting (s)
Bike Taxi Bike Taxi

NYC STDN 591 368 27.50 27.97
MDTP 188.49 9.21

CHI STDN 495 430 33.20 24.90
MDTP 184.24 10.00

Model Scalability. In the sequel, we explore the scalability per-
formance of MDTP compared with STDN, using the NYC-Taxi and
NYC-Bike datasets that contain trips in 5 months. Figure 8 depicts
the experimental results, where 20% denotes a one-month dataset,
40% is a two-months dataset (i.e., our default dataset), 60% repre-
sents a three-months dataset, 80% is a four-months dataset, and
100% denotes a five-months dataset. The first observation is that
the prediction time increases with the growth of cardinality. This
is because, 20% of each dataset is used for testing, and the total pre-
diction time ascends as the testing data size grows. Second, MDTP
has significant prediction performance improvement over STDN.
Moreover, the prediction performance of MDTP is more stable with
the growth of cardinality, while STDN shows rapid increase in
the predicting time. The reason is that STDN relies on multiple
serial LSTMs which cause performance degradation especially for
larger datasets. In contrast, MDTP utilizes dynamic flows to capture
the traffic dependence across different times, and thus, only one
LSTM is enough. Hence, MDTP achieves traffic prediction within
10 seconds. However, STDN takes beyond 2 minutes for per traffic
prediction when the cardinality equals to 100%, which is not accept-
able in real-life scenarios. Overall, our MDTP model shows good
potential scalability to support large-scale traffic prediction.

Model Efficiency. Finally, we investigate the model efficiency
considering both training and predicting phases. Table 3 depicts the
corresponding results. The first observation is that MDTP outper-
forms STDN in both training and predicting phases. In the training
phase, MDTP runs up to three times faster than STDN on NYC,
and two times faster than STDN on CHI. In the predicting (i.e.,

Figure 9: The Illustration of MDTP+ System

testing) phase, we measure the total running time of each method
on the validation data. As observed, MDTP achieves up to 300%
performance improvement on NYC, and at least 200% performance
improvement on CHI, compared with STDN. In addition, MDTP
enables predicting bike volume and taxi volume at the same time,
which further boosts the prediction efficiency.

6 DEMONSTRATION
We also develop a cross-platform web-based system MDTP+ by
using taxi and bike datasets in NYC, which can be used for traffic
monitoring. The interface is shown in Figure 9, where users can
interact with MDTP+ in the following scenarios. (i) Traffic Volume
Visualization. We use a heatmap to illustrate the predicted volume
of each region, as depicted in the upper right corner of Figure 9. The
color variation visualizes the congestion or smoothness of traffic
conditions of regions. (ii) Traffic Volume Statistics. When a certain
region is chosen, a traffic volume trend-line for the last 24 hours is
plotted in the lower right corner of Figure 9. In addition, users can
easily obtain the exact volume by hovering the mouse over a certain
time interval. (iii) Crowded Region Ranking. As shown in the left
part of Figure 9, MDTP+ also offers period traffic statistics to show
the number of taxis/bikes in different periods (e.g., different hours
in one day) and regions (e.g., East Midwood in NYC) for traffic
analysis. By default, we demonstrate the top five predicted busy
regions at the next time interval to attract users’ attention.

7 CONCLUSIONS
In this paper, we propose a novel multi-source deep traffic predic-
tion framework MDTP to capture the correlations between multiple
types of moving objects in the dynamic spatio-temporal traffic net-
work. Extensive experiments are conducted using two real data
sets (e.g., NYC-Taxi/Bike and CHI-Taxi/Bike), which confirm that
MDTP achieves better prediction accuracy and efficiency compared
with the state-of-the-art methods. In the future, it is of interest to
integrate more than two types of traffic flows in MDTP.
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