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1 Introduction

Response time is one key point of di�erentiation among
electronic commerce (e-commerce) Web sites. Snafu and
slow-downs at major Web sites during special events or
peak times demonstrate the diÆculty of scaling up e-
commerce sites. Such slow response times and down times
can be devastating for e-commerce sites as indicated in a
recent study by Zona Research[1] on the relationship be-
tween Web page download time and user abandonment
rate. The study shows that only 2% of users will leave
a Web site (i.e. abandonment rate) if the download time
is less than 7 seconds. However, The abandonment rate
goes up to 70% when the download time is around 12
seconds. This study clearly establishes the importance of
fast response times to an e-commerce Web site to retain
its customers.

One possible solution to this problem is to deploy
network-wide caches so that a large fraction of requests
can be served remotely rather than all of them being
served from the origin Web site. However, for many
e-commerce applications, HTML pages are created dy-
namically based on the current state of a business, such
as product prices and inventory, typically stored in a
database. The time to live (TTL) for these dynamic pages
can not be estimated in advance. A typical database-
driven Web site (illustrated on the right of Figure 1) con-
sists of the following components:

1. A database management system (DBMS) to store,
maintain, and retrieve all necessary data and infor-
mation to model a business.

2. An application server (AS) that incorporates all the
necessary rules and business logic to interpret the
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Figure 1: Architecture of a Database-Driven E-Commerce
Site with CachePortal Technology

data and information stored in the database. AS re-
ceives user requests for HTML pages and depending
upon the nature of a request may need to access the
DBMS to generate the dynamic components of the
HTML page.

3. A Web server (WS) which receives user requests and
delivers the dynamically generated Web pages.

When a user accesses the Web site, the request and
its associated parameters, such as the product name and
model number, and cookie information for customiza-
tion, are passed to an application server. The application
server performs necessary computation to identify what
kind of data it needs from the database or �le system, or
external data sources. Then the application server sends
appropriate queries to the database or other sources. Af-
ter the database returns the query results to the applica-
tion server, the application uses these to prepare a Web
page and passes it to the Web server, which then sends it



to the user.

Since cache servers, Web servers, application servers,
and databases are independent components, currently
there is no coordination mechanism to ensure that
database content changes are re
ected to the caches. As
a result, most e-commerce sites have to specify dynamic
contents as non-cacheable. Consequently, each request
to an e-commerce site results in both network delay and
server delays (i.e. WS delay, AS delay, and DBMS delay)
since the request must be processed each time at the Web
site.

2 Solutions

CachePortal [2] is a technology developed at NEC for
accelerating database-driven e-commerce Web sites. The
technology enables dynamic content caching by

� automated construction of the relationships be-
tween cached pages and database contents (i.e.
URL/Query Mapping) via a sni�er; and

� intelligent monitor of database changes to "eject"
(i.e. delete) impacted pages from caches via an in-
validator.

The architecture of e-commerce Web sites deploying
CachePortal is illustrated on the right of Figure 1. Com-
pared with most existing work, where the relationships
between Web pages and underlying data are speci�ed
manually, CachePortal features a sni�er to automati-
cally generate the query/URL mapping. Compared with
most existing work, where the invalidation checking is
implemented using database trigger functions, the inval-
idator in CachePortal is implemented as an external soft-
ware component based on incremental view maintenance
techniques, which does not add substantial load to the
underlying DBMS.

3 System Demonstration

At the conference, we demonstrate an e-commerce Web
site in the area of housing. The Web site is implemented
using Apache, BEA WebLogic Application Server, and
Oracle DBMS and CachePortal is deployed for Web ac-
celeration. The database used in this experiment contains
7 tables and more than 1M records. The update rate is
1 per second and each dynamic content page request re-
sults in a query with one join operation to the database.
We demonstrate the performance gain of the Web site by
adjusting access rate, update rate, and hit ratio. We also
demonstrate the performance gain of the Web site based
on various architectures. The performance di�erence be-
tween two Web sites, one deploys CachePortal and the
other does not, is displayed using a progress bar as shown
in Figure 2. We also demonstrate invalidation of a�ected
pages (if any) after an update query is executed. Finally,
we are also able to show some benchmark results as shown
in Figure 3. In the �gure, we see that the system architec-
tures with various cache hit rates (lower three plots) with

Figure 2: Demonstration on Performance Gain of Serving
100 Requests

Figure 3: Demonstration of User Response Time Im-
provement Benchmark

CachePortal technology provide good response time con-
sistently as the access rate increases whereas the system
architecture without CachePortal technology (the upper
plot) have poor performance at higher access rates.

4 Concluding Remarks

It is essential but diÆcult for e-commerce Web sites to
handle the traÆc arise at special events or peak times. Be-
ing evaluated and compared with many alternative solu-
tions, CachePortal has shown that it can provide many e-
commerce applications scalability and user response time
improvement. This demonstration highlights many fea-
tures of CachePortal technology using an e-commerce
site built using some of most popular components on the
market. It shows a real and useful application of integrat-
ing database and Web technologies.
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