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Abstract 
Although a word-based method is commonly used 
in document retrieval, it cannot be directly ap- 
plicable to languages that have no obvious word 
separator. Given a lexicon, it is possible to identify 
words in documents, but a large lexicon is trou- 
blesome to maintain and makes retrieval systems 
large and complicated. This paper proposes an 
effective and efficient ranking that does not use a 
large lexicon; words need not be identified during 
document registration because a character-based 
signature file is used for the access structure. A 
user request, during document retrieval, is statis- 
tically analyzed to generate an appropriate query, 
and the query is evaluated efficiently in a word- 
based manner using the character-based index. 
We also propose two optimizing techniques to 
accelerate retrieval. 

1 Introduction 
Best match retrieval, which ranks retrieved documents in 
order of their relevance to the user request, is more effec- 
tive than the conventional exact match retrieval [5][8][30]. 
Most retrieval models, such as the vector space and proba- 
bilistic models, compute the relevance values of documents 
by using three term frequencies: the term’s document fre- 
quency, the number of documents containing the term; the 
in-query frequency, the number of times the term occurs in 
the query: and the in-document frequency, the number of 
times the term occurs in the target document. 

As the size of document databases has increased, the 
efficient implementation of ranking models has been exten- 
sively studied recently[5][30]. Most implementations use 
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a word-based inverted file, but word-based indexing is not 
easily applicable to some Asian languages such as Chinese 
and Japanese; a large lexicon is necessary for identifying 
words in texts because word boundaries in those languages 
are not indicated by spaces. Such a lexicon requires trou- 
blesome maintenance and makes retrieval systems larger 
and more complicated. 

Therefore we chose not to use a large lexicon in design- 
ing a retrieval system for Japanese documents.’ As for 
retrieval methods without using a large lexicon, character- 
based or n-gram-based* methods have been proposed by 
some researchers [3][6][16][28]. Those methods ignore 
word boundaries, and rank documents according to fre- 
quencies of characters (or n-grams) instead of words. They 
were shown to be effective, but our experimental results[ 191 
suggest that they were still inferior to a word-based method 
because they miss some word-level semantics. Therefore, 
we developed a new method which combines the two ap- 
proaches by adopting a character-based signature file in 
indexing and a word-based query evaluation[l9][22]. 

A processing flow is illustrated in Figure 1. During 
registration, in addition to the insertion of new documents 
in the document file, the character-based signature file 
is updated; word segmentation is not required. During 
retrieval, a user’s natural language request is processed to 
generate a query, and a ranked list of retrieved documents 
is returned. The query generation uses a newly developed 
statistical word segmentation method to process the request, 
so a large lexicon is not required. In query evaluation, the 
candidate documents are obtained by using the signature 
file, and relevance values are computed in a word basis only 
for a small portion of candidates to identify the top-ranked 
documents. 

Moreover, we propose two optimizing techniques to 
speed up retrieval. One reduces the number of document 
accesses by relaxing a condition that determines the top 

‘General issues concerning Japanese IR me summarized by Fujiif61. 
*N-gmm-based indexing uses n-grams, overlapping series of n suc- 

cessive characters, as indexing units. Because n-gram-based indexing is 
considered as an extension of character-based indexing, we include, in the 
following, the former in the latter. 
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Figure 1: Overview of processing flow. 

ranked documents. The other accelerates retrieval by 
limiting the number of query terms used to determine 
ranking candidates. 

This paper is organized as follows. The next section 
briefly describes the character-based signature file used in 
our system. Section 3 explains query generation without 
using a large lexicon. Sections 4 and 5 detail a query 
evaluation method and its optimization techniques. Section 
6 presents the results of an experiment that evaluated 
our proposals with regard to retrieval effectiveness and 
efficiency. 

2 Character-based Signature File 
Character-based indexing is preferred in kanji-based Asian 
languages, since there is no need to identify words 
[6][ 16][28][29]. Because in-document frequencies of char- 
acters are much larger than those of words, a character- 
based index tends to become large. A signature file is 
a kind of indexing methods, in which a document is de- 
scribed by a fixed-length bitstring or signature, which has 
less space overhead than an inverted file [S]. Thus a 
character-based signature file is especially widely used in 
kanji-based languages [31[71[131[171. 

In a character-based signature file, a signature is com- 
puted not from words but from characters. For example, a 
signature for the text “-** W#%$0&$&-*“(the production 
of semiconductors) is computed from all the characters 
included in the text, instead of from the words “%8 
#“(semiconductors), “cr)“(of), and ‘%&‘(production) as 
shown in Figure 2. 

The signature file used in our retrieval system has the 
following features: 

a A document/query signature is obtained from the bit- 
wise OR of signatures computed from single charac- 
ters and from character pairs [20]. To reduce false 
drops, we use more than one hash functions, each of 
which is used for a certain character class [ll] and 

Text, 

Signature 

**-~~tim , 

Figure 2: Character-based signature. 

makes the document counts among the signature bits 
nearly the same [213. 

l To attain faster retrieval, bitmap data is organized in 
a bit-sliced manner and each bit slice is compressed 
using the Exp-Golomb algorithm [ 111. 

3 Query Generation 
3.1 Processing Flow 

Our retrieval system Hllows users to write a request in 
natural language. The main subject of query generation is 
how to identify appropriate words in a user request without 
a large lexicon. 

Japanese has a two word forms: simple words and com- 
pound words composed of several simple words [6][20]. 
There are in Japanese several classes of characters (kanji, 
katakana and hiragana) each of which has different func- 
tions and which sometimes indicates word boundaries 
[6][24]. Some types of words can therefore be identified 
by using a closed lexicon that consists of a small number 
functional words [12][24]. Component simple words in a 
compound word, however, generally cannot be identified 
without a large lexicon. However, since the meaning of a 
compound word can be expressed using other phrases or 
passages made up of its component simple words,‘simple 
words need to be identified in retrieval. Thus a statis- 
tical method of segmenting compound words has been 
developed. It will be explained later. 

A user request is at first segmented into compound words 
by using a closed lexicon parser called QJP [121. The size 
of the lexicon used in QJP is about 5000 words (50 KB), 
mainly composed of functional words such as particles. 
Then, words which are not particles or auxiliary verbs are 
further segmented into their component words. 

3.2 Statistical Compound Word Segmentation 

To segment a compound word into component words, 
breaks between the component words have to be found. 
For a given word, the probability that a given character 
pair is a break between two component words is computed 
for every adjacent character pair in it. Then the word is 
segmented at points where the probabilities are greater than 
a segmentation threshold, P. 

193 



To compute the segmentation probability of a character 
pair, it has been assumed that the segmentation probability 
is a product of the tail probability of the former character 
and the head probability of the latter character. Here, the 
character’s head or tail probability are probabilities that 
a given character appears at the head or tail of words. 
These values can be compiled automatically by counting 
the number of times a character occurs in a large corpus. It 
should be noted that the data size is small, i.e., proportional 
to the size of the character set. 

For example, if the tail probability of “V is 0.20 and the 
head probability of ‘%I” is 0.09, the segmentation probabil- 
ity of a character pair “%!%I”, which forms word “peace,” 
becomes 0.20 x 0.09 = 0.018. Given a compound word 
“%%#&%!$J”(peace keeping operation), segmentation 
probabilities between all character pairs are computed in 
the same way. If the result is given as shown below, 
the word is correctly segmented into “lz.$U”(peace), “# 
#‘(keeping), and “@@“(operation) by setting P = 0.1. 

% 0.018 $U 0.104 ii% 0.047 % 0.2265 ?Zi 0.0290 %?I 

As you may understand from this example, the thresh- 
old value controls segmentation and therefore greatly in- 
fluences both the effectiveness and efficiency of retrieval. 
That is, when the value is too small, words are divided into 
many small parts. Effectiveness thus increases because 
fewer documents are missed, but retrieval takes longer be- 
cause a query includes more words, which generate many 
more documents to be ranked. 

4 Query Evaluation 
4.1 Evaluation Procedure using Upper Bounds 

When one uses a word-based signature file, because there 
is no room to store the in-document frequencies, retrieval 
effectiveness deteriorated[25]. One attempt to solve this 
replaces the term’s in-document frequency by the number 
of logical blocks, in a given document, that contain the 
term[4]. Another uses several signature. files, each of 
which corresponds to a certain in-document frequency[3 I]. 
Those methods are not true solutions, however, because the 
former is even less effective and the latter entails a large 
space overhead. 

Yet another method uses the signature file to deter- 
mine the documents to be ranked, and the final relevance 
values are computed using a non-inverted description file 
that records the frequencies of terms[15][26]. The intro- 
duction of the description file, however, requires another 
disk access, which might decrease the retrieval speed. 
Considering observations that users generally assess only a 
limited number of top-ranked documents in retrieval results 
[4][32], Knaus and Schiiuble focused on speeding up the 
identification of top ranking documents. In their method, 
the upper bound of the relevance values is computed for all 

retrieved documents using the signature file. There upper 
bounds are, as shown below, used to determine the order of 
computing the final relevance values, and to judge whether 
the top-ranked documents have been identified. 

Let s(D) be the upper bound of the relevance 
value, and o(l) be the identifier of the I-th pre- 
ranked document. Now there is the relationship 
“r(Di) 2 s(Dj) + T(D~) 2 r(Dj)” for docu- 
ments Di and Dj . Given an upper bound list for 
the ranking candidates, when the top 1 documents 
in the upper bound list have been evaluated, the 
(1+ 1)st document has the largest upper bound 
among documents that have not been evaluated. 
Thus, one can determine the final ranks of docu- 
ments belonging to the document set: 

RI = PiWi) 2 @,(I+,))). (1) 

Therefore, to determine the top k documents of 
the final ranking, it is enough to evaluate docu- 
ments until (Rl) 2 I; (1X( denotes the number of 
items in set X). cl 

The following procedure implements the above idea in 
two distinct phases. One has first to prepare a formula that 
computes an upper bound without using in-document fre- 
quencies. In the pre-ranking phase, candidate documents 
that contain at least one query term are identified using the 
signature file, and their upper bounds are computed. In 
the reevaluation phase, the candidate documents are, in 
the order of their upper bounds, reevaluated one-by-one 
until the top li documents are fixed. In each iteration, the 
exact relevance ,value is computed using the query terms’ 
in-document frequencies obtained from the description file. 
The iteration terminates immediately when 1 R, I 2 k. 

Figure 3 illustrates the reevaluation phase. In this figure, 
each document is identified by a letter of the alphabet, 
and the dark hatched bars represent documents whose 
final ranks are determined. In the I-th iteration, the I-tb 
document is evaluated and the all exact relevance values 
of the evaluated documents are compared with the upper 
bound of the (I + 1)st document. At the 5th step, for 
example, final ranking is determined for three documents 
b, d, and e. If k = 3, the iteration can be stopped at the 5th 
Step. 

It should be noted that the above procedure is quite 
different from other query evaluation methods using upper 
bounds[2][27][32] in the complete separation of the upper 
bound and the relevance value computations. This sepa- 
ration comes from the fact that in-document frequencies 
cannot be obtained from the signature file index. 

4.2 Modilkations for Character-based Indexing 

The above procedure is developed for word-based signature 
files, and cannot be directly applied to the character-based 
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Figure 3: Reevaluation process. 

&es. Therefore, we have made the following modifications 
to the upper bound method. 

The first modification is in the way the document fre- 
quencies are obtained. In the character-based organization, 
because there is no word table (lexicon), there is no space 
to store the document frequencies in the signature file. 
To solve this problem, the term’s document frequency is 
replaced by the number of retrieved documents that are 
judged to contain the term by using the signature file. Al- 
though the document frequency is greater than its real value 
because of false drops, the effect on the ranked results is 
negligible as the document frequencies are taken logarithm 
in calculating the relevance value. 

The second modification is that the non-inverted descrip- 
tion file is not used. The reason is that because terms are 
not identified at document registration in our implementa- 
tion, in-document frequencies are not established and thus 
the description file cannot be created. On the other hand, 
the original method is modified to directly access docu- 
ments in order to establish the term frequencies at retrieval. 
This modification is also tiseful in reducing space overhead 
because the description file is now not used. 

The final modification is that the processing strategy in 
the pre-ranking phase is changed. In the original method 
[26], the evaluation is carried out in the *‘document at a 
time” way [27], where the upper. bounds am computed 
in sequential order of document identifier, because the 
signature file is organized sequentially to increase updating 
efficiency. But, because the file is organized in a bit-sliced 
manner in order to maximize retrieval performance, the 
evaluation is processed in the “term at a time” way [271, 
where terms am picked up from the query one-by-one and 
the upper bounds for documents containing the term am 
updated simultaneously. 

4.3 Ranking Model 

We used Robertson’s model, a probabilistic ranking model 
which assumes that a word’s frequency has a Poisson 
distribution[23]. We adopted this model for two reasons: 
(1) It achieved good performance in TREC, a large-scale IR 
system evaluation contest for English document collections 
[8]. (2) Most retrieval models require establishing in- 
document frequencies for all the terms in a target document 
to normalize them, but Robertson’s model does not. It is 
a very attractive feature for our method that no word is 
identified at document registration. 

To compute the relevance value, Robertson presented a 
basic model BM15 and another model BM11 that incorpo- 
rates the effect of the document length in normalizing the 
term’s in-document frequencies. 3 In our experiment, the 
relevance value r(D) of a docurhent D is computed by the 
following formula that merges both model. 

@) = c i lw($) ’ KnPjiqf i i 
tfi 

’ Kd(X & + (1 - X)) + tfi ’ (2) 

where dfi is the document frequency of term ti, qfi is 
the ti ‘s in-query frequency, and tfi is the ti’s in-document 
frequency. Kq and Kd are constants for normalizing qfi 
and tfi, and N is the number of documents in the collection. 
L and Law= are the length of the target document and the 
average document length in the collection, and X is a 
constant for control of the effect of the document length. 

‘There is, in formulas for the BMll and BM15 models, another 
component related to the document length, but it has a negative (for 
BMll) or only a slight positive effect (for BM15). Therefore we ignore 
this component. 

195 



Notethat~=Oand1correspondtotheBM15andBM11 
models. 

To compute the upper bounds of the relevance values, 
we have established the formula, 

s(D) = c log($) * KqqCirlf - be i i i 

where Si is 1 if the signature file judges that the term ti 
exists in the document. Because tfi/(Kd + tfi) 5 Si, 
Formula (3) gives the upper bound of the relevance value 
given by Formula (2). 

5 Optimizing Techniques 
5.1 Relaxing the Stop Condition 

In the above query evaluation method, the rank of a given 
document Di is determined when the condition, r(Di) 2 
s(DO(l+t)), is satisfied. However, this condition seems too 
strict, because there sometimes exists a document Di whose 
final ranking can be determined, i.e. r(Di) 2 r(Dd(~+,)), 
but which does not fithill the stop condition, i.e. r(Di) < 
4%(I+l))* 

Let’s consider a relaxed stop condition for the I-th 
iteration, r(0) 2 a - s(D o(~+~)) where ~(0 5 a 5 11, and 
denote a document set that satisfies the new condition by 

R{ = (DiJr(Di) 1 a * s(Do(~+,))}* (4) 

Because lRi[ > [Rlj, we can expect [R&I 1 k form 
which is smaller than 1 that fulfills l&l 2 k. This means 
that fewer documents need to be reevaluated to determine 
the top-ranked documents, and the modified condition 
therefore speeds up the reevaluation phase. 

Relaxing the stop condition affects the ranking results 
because there possibly exists a Di such that T(Di) 2 
a - s(D,(~+l)) but T(Di) C ~(D,(l+l)). However, since 
the term’s in-document frequency is usually not large, the 
contribution of tfi in Formula (2) is smaller than that of 
Si in Formula (3). Thus, by controlling a, the effect on 
ranking results and the decrease in retrieval effectiveness 
can be made negligible. 

5.2 Selecting Query Terms 

5.2.1 Methodology 

One way to speed up ranking retrieval is to limit the 
number of query terms actually used by selecting only 
such terms as have large impact on relevance values [9]. 
The term’s impact is usually measured by i# (the inverse 
of the term’s document frequency). This tern! selection 
reduces not only the amount of index access but also the 
number of candidate documents, resulting in reduction of 
relevance value computation and the memory required to 
store intermediate results [1][18][271. If terms with low 
idf s are simply discarded, however, their contribution to a 

relevance value is lost and retrieval becomes less effective. 
Query terms should therefore be used only to determine 
the ranking candidate, and the discarded terms should be 
used to compute the relevance values for the candidate 
documents [9][ 181. 

One can apply this idea to the proposed query evaluation 
method as follows. The system at first selects query terms 
with idf s greater than p - idfmor , where p is a constant 
between 0 and 1 and idfmar is the maximum idf among 
all the query terms. Note that idf in our ranking model 
is given by the first component of Formula (2). In the 
pre-ranking phase, only these selected terms am used to 
access tbe signature file to determine candidate documents, 
and their upper bounds are computed. In the reevaluation 
phase, all the query terms, including the discarded terms, 
are used to compute the relevance values of the candidate 
documents. 

This simple application, however, causes another prob- 
lem. Since our signature file is organized in a bit-slice man- 
ner, which of the not-selected terms a candidate document 
contains is unknown in the pre-ranking phase. Because the 
estimated value needs to be an upper bound of the relevance 
value, all the remaining terms must be assumed to occur in 
a candidate document, and thus 6s for these terms must be 
set to 1. This assumption, however, requires performance 
degradation. That is, some 6s are set to 1 even though 
their real values are 0, so the estimated value in this case 
is greater than the real upper bound that is computed using 
all the terms. This increase in upper bounds causes more 
reevaluation iterations before the stop condition is satisfied. 
In the worst case, the lengthening of the reevaluation phase 
is greater than the shortening of the pre-ranking phase, and 
the total response time increases. 

To avoid this problem, Si is set to 7(0 5 7 I 1) 
for the remaining terms.4As 7 decreases, the upper bounds 
decrease, and thus the reevaluation phase terminates earlier. 
Of course, ‘the retrieval effectiveness is affected by the 
modification since it violates the upper bound condition, 
and estimated values sometimes become lower than the 
corresponding relevance values. But because the possibility 
that a remaining term appears in a document is usually 
small, the decrease in the effectiveness can be made small 
by controlling 7 appropriately. 

5.2.2 Estimation of Document Frequency 

When one uses the query term selection optimization, the 
character-based signature file generates another problem. 
To select query terms, the document frequencies of terms 
must be established to compute idf s before signature file 
access. Since the document frequencies are obtained by 
accessing the signature file in our implementation, however, 
it is impossible to simply use the optimized query term 

‘Si is either 0 or 1 by definition, but it is quite easy to modify the upper 
bound formula to take real values between 0 and 1 for 6i. 
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selection. The document frequencies of terms need to be 
obtained without accessing the signature file. 

We have, therefore, developed a method of estimating 
the document frequency using character-level statistical in- 
formation. Let p(t) be the term t’s occurrence probability 
which is obtained by dividing the number of all the occur- 
rences of term t by the total size in the collection, and let 
C be the length of a document. Since dfi is roughly equal 
to C x p(ti), what we have to do is to estimate p(t). For 
this estimation, it is assumed that a word is generated in 
such a way that the occurrence probability of one charac- 
ter is determined by the character class of its proceeding 
character. 

Let term t has n characters, t = ci . . . cn. When rni 
denotes the character class of the i-th character ci, p(ci) 
denotes the occurrence probability of the character, and 
p(cilmi-1) denotes the conditional occurrence probability 
of the character after the character belonging to the character 
class mi _ 1, the assumption is expressed as 

P(t) =P(Cl) fiP(cilW-l)* 

i=2 

(5) 

When the relationships p(ci) = P(ci(rni)P(mi) and 
P(Glmi-1) = p(cilmi)p(miImi-1) given by Basian in- 
ference are used, the above equation becomes 

6 Evaluation 
6.1 Test Condition 

The proposed ranking method was evaluated from the 
viewpoints of retrieval effectiveness and efficiency. 

Effectiveness was measured using recall, the ratio of 
the number of relevant documents retrieved to the relevant 
documents in the entire collection, and precision, the ratio 
of the number of relevant documents retrieved to the total 
number of retrieved documents[30]. Measured results are 
shown in interpolated recall vs. precision graphs [81[301. 
The BMIR-Jl,’ whose statistics are shown in Table 1, was 
used. It should be noted that in the baseline evaluation 
without the optimization, recall and precision are computed 
using the entire ranking list, but for the optimized cases 
they are computed from the top 20 documents: optimization 
parameters Q and 7 (in case of /3 = 1.0) only control the 
termination of the reevaluation phase so that they do not 
affect the performance results that are measured from the 
entire ranking list. 

SThe data used in this paper were provided to the Working Group for 
Benchmark Data&c for Evaluation of Information Retrieval Systems 6 
SIG Database System of the Information Processing Society Of Japan) 
contents of the Nihon Keizai Shinbun, Inc., and is based on articles of that 
;G in the Nikkei newspaper between Sept. 1, 1993 and Dec. 31, 

number of items 
ave. length(chr.) 
min. length(chr.) 
max.length(chr.) 
total size 

Table 1: Statistics. 

i 

BMIR-Jl 1 BMIR-Jl 
artic6l; queri;; 1 

ll 703 
2 102 A- 28 3802 

- 872KB 

1993 N.K. 
articles 
163110 

I 494 
11 

16545 
159MB 

Table 2: Parameters used in the experiments. 

Word segmentation 
probability threshold 

In-document frequency 
normalization factor 

Document length factor 
Stop condition relaxing facto] 
Query term selection factor 
Unselected term weight 
Number of ranked documents 

- 

P 

Kd 
x 

; 
7 
lc - : 

0.00,0.05,0. IO,1 .OO 

0.0,0.5,1.0,2.0 
1.00,0.75,0.50,0.25 
1.00,0.75,0.50,0.25 
1.00,0.75,0.50,0.25 
1.0,0.5,0.1,0.01 
0,10,20,50,100 

Efficiency was measured by the response time to get the 
top k documents. The BMIR-Jl is too small to evaluate 
retrieval efficiency, so we used all the articles of the 1993 
Nihon Keizai newspaper CDROM (statistics also shown 
in Table 1). Note that articles in BMIR-Jl is a subset 
of this collection. The average response time for all the 
47 queries was used as the measurement result. A Sun 
SPARCstation20 model 70 running Solaris 2.4 with a local 
SCSI disk was used in tlie evaluation. 

The parameters used in the evaluation are summarized 
in Table 2. Note that Kq in Formula (2) is fixed at 0.0, 
since the retrieval requests are rather short and Kq has no 
impact on effectiveness. 

6.2 Baseline Results 

We first evaluated the basic performance of the proposed 
ranking method without any optimization. There are three 
parameters, P, Kd and X, related to baseline performance. 
Although we have measured performance for all possible 
combinations, it is hard to show all the results here. Thus, 
in this subsection, we illustrate the effect of each of these 
parameters by showing the results for cases in which the 
remaining parameters are fixed to appropriate values. 

6.2.1 Effect of P 

Figure 4 shows the effect of P, which controls how com- 
pound words are segmented in the query generation, when 
Kd and X were fixed to 1.0 and 0.0. The left side of 
Figure 4 represents the retrieval effectiveness. Precisions 
at P = 1.00 were almost always worst among various P 
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Figure 4: Effect of P(Kd = 1.0). 
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Figure 5: Effect of Kd(P = 0.05). 

values, which corresponds to the case without segmenta- 
tion, and increased in accordance with P. When P = 0.05, 
the performance reached at the best, where precision at 
tecall = 1.0 is 22% higher than that without segmentation. 
However, precision decreased from P = 0.05 to 0.00, 
because a compound word is divided into almost single 
characters at P = 0.00, so the possibility that irrelevant 
documents receive higher relevance values by chance in- 
creases. The proposed word segmentation method is, from 
these results, confirmed to be effective. 

The response times for various P values am plotted in the 
right side of the figure. The response time increased as P 
increased because the number of query terms and candidate 
documents increased in accordance with P. Actually, for 
P = 1.00, 0.10, 0.05, and 0.00, the average number of 
query terms generated were 2.74,3.60,4.40, and 7.72, and 
the average number of candidate documents were 2329 1, 
45356, 75686, 120712. For k 2 20, the response time 
OfP = 1.0 was worse than that of P = 0.1; At least k 
documents have to receive relevance values higher than 
the upper bound value of a certain document to finish a 
ranking. Thus the range of upper bound values needs to 

be wide in order to terminate the reevaluation iteration 
quickly. However, only a few query terms are generated 
and the range of upper bounds becomes very small when 
P = 1.0. As a result, all of the candidate documents 
sometimes needed to be evaluated, and the response time 
increased. 

6.2.2 Effect of Kd 

The effect of Kd when P = 0.05 and A = 0 is illustrated 
in Figure 5. The effectiveness was minimum at Kd = 0.0, 
which corresponds to cases without using the in-document 
frequency. This result means in-document frequency plays 
an important role in ranking. Although the best perfor- 
mance was achieved at Kd = 1.0, Kd has less impact than 
P. 

As for the response time, the ranking result was estab- 
lished quickly as Kd became smaller. That is because 
the difference between the final score and the upper bound 
becomes smaller according to Kd. We noticed that while 
the processing time for the pre-ranking phase (which is 
given at lo = 0) stayed at the same level for all Kds, the re- 
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Figure 6: Effect of A(P = 0.05, Kd = 1.0). 
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Figure 7: Effect of Q. 

sponse time increased greatly as Kd increased for larger k. 
This is because Kd only affects the number of reevahration 
iterations according to decreases in the third component of 
Formula (2), and does not affect the pre-ranking phase. 

6.2.3 Effect of A 

.The effect of the document length factor X is shown in 
Figure 6. The retrieval effectiveness attained the best 
performance when X = 0.2, and after that decreased to 
minimum at A = 1.0. This result is incompatible with 
other experimental results which showed that the docu- 
ment length factor had a quite positive effect; the above- 
mentioned BMl 1 model, which corresponds to A = 1 .O, 
attained higher performance than the BM 15 model, which 
corresponds to A = 0.0[23]. Although the BMll model 
requires, to get the same relevance value, the term’s oc- 
currence frequency must be proportional to the document 
length, this requirement is hard to be maintained because a 
longer document frequently has more than one topic [lo]. 
Thus, we believe that our results in which the best result 
was given at a point between the two extreme cases would 

coincide with our intuition. 
As for retrieval efficiency, A decreased the performance. 

This is because larger in-document frequencies are obtained 
in general in longer documents, so that the normalization 
makes the effective frequencies small and thus the process- 
ing becomes take much time. 

In summary, P = 0.05, Kd = 0.5 and X = 0.2 look like 
the best parameter settings from the above experiments. 
This combination of parameters was, therefore, used in the 
following experiments. 

6.3 Effect of Stop Condition Relaxation 

Measurement results are shown in Figure 7, in which 
(I: = 1.0 corresponds to the baseline method. It might be 
difficult to see from this figure, the retrieval effectiveness 
for Q = 1.0 was slightly lower than the result at the full 
ranking given in Figure 6. This is because the effectiveness 
here was measured at k = 20 as described in Section 6.1, so 
some documents that should have been listed in the top 20 
were missed. Precision was decreased by this optimization, 
but the decrease was small. 
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On the other hand, this optimization was quite effective 
to speed retrieval as shown in the right graphs in Figure 7. 
The top 10 or 20 documents were, for example, identified 
6 or 7 times more quickly when a = 0.5. Because the 
improvement was almost the same for Q = 0.50 and 0.25, 
it seems better to set a at 0.50. 

6.4 Effect of Query Term Selection 

The query term selection optimization was evaluated by 
changing /3 and 7. 

First, the effect of p is shown in Figure 8. Recall- 
precision graphs show that precision decreased in ac- 
cordance with B, and became considerably worse when 
/3 = 0.25. The reason for this decrease is that document 
candidates that only contained many terms with smaller 
idfs were missed when /I became low. 

The effect on the response time was complicated, as 
shown in the left graph. Decrease in p serves to speed up 
the pre-ranking phase, which was indicated by a decrease in 
the response time at X: = 0, by limiting the query words used 
in the pre-ranking and the number of candidate documents. 
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-Gamma= 1.00 
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Figure 9: Effect of r(P = 0.5). 

Actually, the number of query words decreased as follows: 
4.40 t,f3 = l.OO), 4.09 @ = 0.75), 2.57 @ = 0.50) and 
1.81 (p = 0.25). However, as mentioned in Section 
5.2.1, the response time for A: > 0 went up as p became 
smaller because the number of accessed documents in 
the reevaluation phase increased. In consequence, no 
performance gain was achieved by simply setting as /3 < 1, 
and 7 must be smaller. 

Figure 9 illustrates the effect of 7 when /? was fixed 
at 0.5. As we expected, the system responded faster in 
accordance with decrease in 7 throughout the range for all 
ks, but the speed up saturated at 7 = 0.1. Note that the 
response time at k = 0 did not change, since 7 did not 
change the number of query words and was not effective in 
accelerating the pm-ranking phase. 

The effect on recall and precision was also shown in the 
same figure;and we found that 7 had a smaller effect. In 
conclusion, /3 = 0.5 and 7 = 0.1 seems the best parameter 
settings for the query term selection optimization. 

Finally, the performance was measured when the two 
optimizing methods were combined. In Figure 10, RSC 
and QTS stand for the stop condition relaxation and the 
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query term selection optimizations, and the parameters 
were set to a = 0.50 for RSC, and /3 = 0.5 and 7 = 0.1 for 
QTS. Although the precision decreased by several percent, 
especially in the middle ranges in recall, the combined 
optimization speeded retrieval by a factor of 10. 

7 Conclusion 
This paper proposes an effective and efficient ranking 
method that does not require a large lexicon. By using a 
character-based signature file and developing a statistical 
method to segment compound words, the need for a large 
lexicon is eliminated. In addition, we have developed 
an efficient query evaluation strategy using upper bounds, 
as well as two optimizing techniques. Evaluation results 
confirmed the effectiveness of both the query evaluation 
method and the optimizing techniques. 

The application range of the strategy is not limited 
to ranking models that use term frequencies. Ranking 
effectiveness could be increased by using information other 
than term frequency, but it would be almost impossible 
to store all the information necessary for ranking in an 
index. Because such information can be acquired directly 
from documents when necessary, the proposed processing 
strategy is practical for such ranked models. 
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