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Relational Selectivities

� Cost-based Query Optimizer’s choice of

execution plan = f (query, database, system, …)

� For a given database and system setup,

execution plan = f (selectivities of query’s
base relations)

– selectivity is the estimated percentage of rows of a 
relation used in producing the query result
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Query Template [Q7 of TPC-H]

select 
supp_nation, cust_nation, l_year, sum(volume) as revenue 

from
(select n1.n_name as supp_nation,  n2.n_name as cust_nation,

extract(year from l_shipdate) as l_year,
l_extendedprice * (1 - l_discount) as volume 

from supplier, lineitem, orders, customer, nation n1, nation n2
where s_suppkey = l_suppkey and o_orderkey = l_orderkey and

c_custkey = o_custkey and s_nationkey = n1.n_nationkey
and c_nationkey = n2.n_nationkey and

((n1.n_name = 'FRANCE' and n2.n_name = 'GERMANY') or 
(n1.n_name = 'GERMANY' and n2.n_name = 'FRANCE')) and
l_shipdate between date '1995-01-01' and date '1996-12-31'

group by supp_nation, cust_nation, l_year
order  by supp_nation, cust_nation, l_year

and o_totalprice ≤≤≤≤ C1 and c_acctbal ≤≤≤≤ C2  ) as shipping

Determines the values of goods shipped between nations in a time period

Value determines 

selectivity of  

ORDERS relation

Value determines 

selectivity of  

CUSTOMER relation
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Relational Selectivity Space
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Plan and Cost Diagrams

� Plan diagram: pictorial enumeration of plan choices
of query optimizer over the relational selectivity space

� Cost diagram: visualization of (estimated) plan 
execution costs over same relational selectivity space

� Production:

Picasso
[VLDB05]

DB 

Engine

Plan Diagram 
Cost Diagram

Query 
Template
+ Engine Choice
+ Diagram Resolution

DB2

Oracle

SQL Server

Sybase

PostgreSQL
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Diagram Generation Process
[Resolution =10]
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Sample Plan Diagram
[QT7, OptB, Res=100]

QTD: QT7_OptB_100
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Cost Diagram
[QT7, OptB, Res=100]

MinCost: 6.08E3

MaxCost: 3.24E4
MinCost:  0.6 * 104

MaxCost: 3.2 * 104

QTD: QT8_OptB_100
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Complex Plan Diagram
[QT8, OptA*, Res = 100]

Extremely fine-

grained coverage 

(P76 ~ 0.01%)

Highly irregular 

plan boundaries

Intricate 

Complex 

Patterns

# of plans: 76

Increases to 

90 plans with 

300x300 grid !

Cubist Painting
[The Picasso 
Connection]

QTD: QT8_OptA*_100
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Cost Diagram
[QT8, OptA*, Res = 100]

All costs are within 
20% of the maximum!

MinCost:    0.8 * 106

MaxCost: 1.05 * 106

QTD: Tarun8QTD: QT8_OptA*_100
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Remarks

� [VLDB05]: Modern optimizers tend to 
make extremely fine-grained and skewed 
choices inspite of the coarseness of the 
underlying cost profiles

� Is it feasible to reduce the plan diagram 
complexity without materially degrading 
the query processing quality?
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PLAN  DIAGRAM 

REDUCTION
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Problem Statement

Can the plan diagram be recolored with a 
smaller set of colors (i.e. some plans are 
“swallowed” by others), such that

Guarantee:

No query point in the original diagram has
its estimated cost increased, post-swallowing,
by more than λ percent (user-defined)

Analogy: 
(with due apologies to Fidel Castro)
Cuba agrees to be annexed by USA if it is
assured that the cost of living of each Cuban
citizen is not increased by more than λ percent
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Reduced Plan Diagram [λ=10%]
[QT8, OptA*, Res=100]

Complex Plan Diagram
[QT8, OptA*, Res=100]

Reduced 

to 5 plans 

from 76 !

Comparatively 

smoother contours

QTD: QT8_OptA*_100
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Is 10% increase acceptable?

� A 10% threshold is well within the 
confidence intervals of cost estimates
of modern optimizers

� The degradation threshold is an upper limit
− actual degradation is much lower in practice

� Traditional view is that a plan that is within 
twice of the optimal (i.e. λ = 100%) is “good”
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Applications of

Plan Diagram Reduction

� Quantifies redundancy in plan search space

� Provides better candidates for plan-cacheing

� Enhances viability of Parametric Query 
Optimization (PQO) techniques

� Improves efficiency/quality of Least-
Expected-Cost (LEC) plans 

� Minimizes overheads of multi-plan (e.g. 
Adaptive Query Processing) approaches

� Identifies selectivity-error resistant plan 
choices
– retained plans are robust choices over larger 

selectivity parameter space
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PROBLEM  ANALYSIS
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Definition

� Plan diagram P:

m query points  q1 …qm
n optimal plans  P1…Pn

� Each query point qi

– Selectivity location (x%, y%)

– Cost(qi) with plan Pj is  cj(qi)

– Optimal plan Pk⇒ Color Lk
� Cost-increase threshold λ%

(user defined)

� Reduced plan-diagram R:

LR & LP

Problem: Find an R such that 

the number of plans (colors) in R 

is  minimum subject to the 

constraint  that

∀ Pi ∈ P,  either

(a) Pi ∈ R or

(b)∀ q ∈ Pi  ,  ∃ Pj ∈ R

s.t.

e.g. if λ = 10%,

100
1

)(

)( λ
+≤

qc

qc

i

j
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Basic Requirement

� Need to be able to cost a plan Pk at points
outside its own optimality region.

� Problems:
– only few optimizers support this feature

– expensive feature comparable to fresh optimization
(working with vendors on this issue)

� Alternative solution:
– use a conservative cost-upper-bounding approach

– orders of magnitude faster
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Assumption: 

Plan Cost Monotonicity (PCM)

PCM:  Cost distribution of each plan featured in plan diagram P

is monotonically non-decreasing over entire selectivity space S.

True for most query templates since
selectivity↑↑↑↑ ⇒⇒⇒⇒ input data↑↑↑↑ ⇒⇒⇒⇒ query processing↑↑↑↑ ⇒⇒⇒⇒ (est) cost↑↑↑↑

[Details of how to handle PCM non-compliance are in the paper]

Cost function of plan Pi
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Cost-upper-bounding Approach

PCM ⇒⇒⇒⇒

Cost of a “foreign” query 
point in first quadrant of
qs is an upper bound on 
the cost of executing the
foreign plan at qs

⇒⇒⇒⇒

Cost of executing qs with 
foreign plans  P1 or  P4
lies in the intervals
(88, 90] and (88,91],

respectively.

qs

Cost of query point qs with 

optimal plan P2 is 88
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100

100

112 115

110 113

103 118 120 121

119108 122 125

λ = 10%

ORDERS

Example Plan Swallowing
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Our Results

� Optimal plan diagram reduction (w.r.t. minimizing the 
number of plans/colors) is NP-hard
– through problem-reduction from classical Set Cover

� Designed CostGreedy, a greedy heuristic-based 
algorithm with following properties:

[m is number of query points, n is number of plans in diagram]

– Time complexity is  O(mn)
� linear in number of plans for a given diagram resolution

– Approximation Factor is   O(ln m)
� bound is both tight and optimal 

� in practice, closely approximates optimal

Hope this satisfies 

Guido Moerkotte ☺
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COST GREEDY 
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Algorithm Mechanics

� Assign a bin to each individual plan in P

� Start at the top right corner and proceed in reverse row-

major order 

– first-quadrant info available when processing a query point

� Put a copy of each query point into all plan-bins (subsets) 

that it can belong to w.r.t. λ constraint:  SetCover problem

� Iterative Greedy Criterion:

– include in solution the plan (subset) that covers the 

maximum number of uncovered points

– remove its covered points from all subsets and repeat until 
no uncovered points remain



September 2007 Plan Diagram Reduction (VLDB07) 26

Toy Example

PPPP

Pick this plan

Covers max (6) points

Pick this plan

Covers max (3) points

Plans in RRRR

G1Y2Y3

R4R5B6

R7R8B9
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Computational Efficiency
[QT8, OptC]

3.2 sec6890.1 sec750CostGreedy

*894 hours750
Optimal

Reduction

Time

Taken

Reduced

# plans

(λλλλ = 10%)

Original

# plans

[300*300]

Time

Taken

Reduced 

# plans

(λλλλ = 10%)

Original 

# plans

[100*100]

Reduction

Algorithm

*
(time in years!)



September 2007 Plan Diagram Reduction (VLDB07) 28

Reduction Quality
[QT8, OptC, Res = 100]

λ
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More Importantly

Extensive empirical evaluation with a spectrum 
of multi-dimensional TPCH-based query 
templates indicates that 

“With a cost-increase-threshold of just 20%,
virtually all complex plan diagrams
[irrespective of query templates, data distribution,
query distribution, system configurations, etc.]

reduce to “anorexic levels” (~10 or less plans)!
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Sample TPCH-based Results
[OptC, Res = 300]

463110

49919

66898

610315

1220762

Reduced Plans 
(λλλλ = = = = 20%)

Reduced Plans
(λλλλ = = = = 10%)

Original 

# of Plans

TPC-H Query 

Template



September 2007 Plan Diagram Reduction (VLDB07) 31

Higher-dimension Templates
[QT8, OptC]

λ
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Additional Experiments

� Three industrial-strength database engines

� Highly-skewed data values

� Exponentially-distributed query points
– increasing density towards origin and axes

– big jump in cardinality of plan diagram

� Alternative benchmarks

� Variations in system memory budget

Reduction process shows similar behavior 
(details in tech-report [9])
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Typical Graph of Plan Cardinality of R 

vs Cost Increase Threshold λ

λ

Original Plan Diagram
89 plans @ λ = 0%

6 plans
@ λ = 20%

1 plan
@ λ = 56%

… 172

λ = 100% ⇒⇒⇒⇒ 2 * Optimal

Good plan in QO literatureGuaranteed 1 plan
λ = MaxCost / MinCost
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Reduction with Explicit Costing

� Results shown so far were conservative 
because of upper-bounding strategy

� With explicit swallower-plan costing, 
number of plans in reduced diagrams 
usually comes down to just a couple at 
20% threshold!
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Explicit Costing-based Reduction
[QT5, OptC, Res=30E, λ=20%]

Original 

Plan Diagram:

51 plans

Upper-bound 

Reduction:

7 plans

Explicit-cost 

Reduction:

3 plans
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APPLICATION  of  REDUCTION: 

Selectivity-Error Resistant Plans
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Plan Diagram
[QT8, OptC, Res=300]

λ = 10%

Reduced Plan Diagram
[QT8, OptC, Res=300]

Estimated Location at 

Compile-time: [14,1]

Optimizer Plan P70

Actual Locations 

at Run-time

P70  is 

swallowed by P1
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Selectivity-Error Resistance

Cost of P70

Cost of P1

Optimal 

plan’s cost
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CONCLUSIONS
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Diagram Production vs Reduction

Optimization process sensitive to many 
parameters, including query structure, data 
distribution, system resources, etc., but

Reduction process largely indifferent to 
these factors - most complex plan diagrams 
can be anorexically reduced to a “few good 
plans” with only marginal degradation of 
query processing quality.
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Take Away

“20-10” thumb-rule −
[20% cost-increase threshold reduces complex plan diagrams to around 10 plans 

with conservative upper-bound costing, even fewer with explicit costing]

Useful implications for the design and use of 
next-generation database query optimizers, 
especially w.r.t. to
plan cacheing, parametric query optimization, 
selectivity-error resistance, adaptive query 
processing, ...
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Why Reduction?

� Previous studies on individual query points
have shown that a very small but non-zero 
fraction of plan search space is close to the 
optimal plan

� What our work has indicated is that these 
close plans are common across much of the 
parameter space and hence can be 
consistently used as good replacements
– explicitly confirmed with PostgreSQL

� Below the tip of the iceberg is the iceberg!
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Prior Work

� Sumit Ganguly - IIT Kanpur MS theses [1999]

– pure SPJ queries with star or linear join-graphs 

– home-brewed simple System-R style optimizer

– λ is small, substantial % of plans retained [λ =10%  ⇒ 50% retained]

� Hulgeri / Sudarshan – VLDB 2002/03

– SPJ queries on a Volcano-style optimizer

– λ is a heuristic, not guaranteed, for nonlinear cost functions

� Our evaluation

– industrial-strength queries and optimizers

– λ is guaranteed

– even with small λ, only very few plans are retained
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More Details

http://dsl.serc.iisc.ernet.in/projects/PICASSO

Publications, Software, Sample Diagrams
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QUESTIONS?
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Plan Diagram Environments

Plan diagrams are computationally expensive 

to produce, but 

– Investment acceptable for canned parameterized 

applications (e.g. Web forms)

– With vanilla hardware, 2-D picture at resolution 100 

can be created in around an hour 

– Further speed-up possible through

� Parametric Query Optimization techniques

� Approximate sampling techniques

� Machine learning techniques

� …


