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1 Introduction and Motivation
Data stream processing is currently gaining importance
due to the developments in novel application areas like e-
science, e-health, and e-business (considering RFID, for
example). Focusing on e-science, it can be observed that
scientific experiments and observations in many fields,
e. g., in physics and astronomy, create huge volumes of data
which have to be interchanged and processed. With exper-
imental and observational data coming in particular from
sensors, online simulations, etc., the data has an inherently
streaming nature. Furthermore, continuing advances will
result in even higher data volumes, rendering storing all of
the delivered data prior to processing increasingly imprac-
tical. Hence, in such e-science scenarios, processing and
sharing of data streams will play a decisive role. It will
enable new possibilities for researchers, since they will be
able to subscribe to interesting data streams of other sci-
entists without having to set up their own devices or ex-
periments. This results in much better utilization of ex-
pensive equipment such as telescopes, satellites, etc. Fur-
ther, processing and sharing data streams on-the-fly in the
network helps to reduce network traffic and to avoid net-
work congestion. Thus, even huge streams of data can be
handled efficiently by removing unnecessary parts early on,
e. g., by early filtering and aggregation, and by sharing pre-
viously generated data streams and processing results.

To enable these optimizations, we use Peer-to-Peer
(P2P) networking techniques. P2P has gained a lot of atten-
tion in the context of exchanging persistent data—in partic-
ular for file sharing. In contrast to that, we apply P2P net-
works for the dissemination of individually subscribed and
transformed data streams, allowing for data stream shar-
ing. By using the computational capabilities of peers in the
P2P network, we can push data stream transforming oper-
ators into the network, thus enabling efficient in-network
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query processing. This yields a reduction of network traf-
fic, load balancing among peers, and improved flexibility in
terms of the kinds of peers that can register queries in the
network. At the same time, multi-subscription optimiza-
tion allows for data stream sharing and reuse of computa-
tional results among different peers. This provides for both,
reduced network traffic and decreased computational load
of peers. Ultimately, more subscriptions can be processed.
Prototype systems like STREAM [2], TelegraphCQ [4],
CACG [11], NiagaraCQ [5], ONYX [6], or sensor net-
works like Cougar [15] have made advances in processing
data streams and locally optimizing the evaluation of multi-
ple queries, but do not yet focus on the optimization of data
stream processing in a generic distributed data stream man-
agement system (DSMS) by distributing stream processing
in the network. We propose StreamGlobe [12] as a pro-
totype to meet these challenges. The StreamGlobe imple-
mentation adheres to established Grid Computing [7] stan-
dards (OGSA) in order to fit into existing e-science plat-
forms. To ensure interoperability, StreamGlobe is built on
top of standards like XML and XQuery for representing
data streams and specifying subscriptions.1

As a motivating example, we introduce an astrophysi-
cal e-science application. Consider Figures 1 and 2 illus-
trating a simplified example P2P network. SP0 to SP3

are super-peers, which are more powerful servers consti-
tuting a super-peer backbone network [14]. In contrast,
P0 to P4 are less powerful thin-peers (simply called peers
in the following), delivering data streams into the network
or registering subscriptions. Here, P4 is a satellite-bound
telescope detecting photons and registering a data stream
called photons at super-peer SP3. In our demonstration
setup, this data stream consists of real astrophysical data
collected during the ROSAT All-Sky Survey (RASS) [13],
which we obtained through our cooperation partners at the
Max Planck Institute for Extraterrestrial Physics [10]. It
contains, among other things, the detection time of a pho-
ton, its energy, and its origin in celestial coordinates. Let
peers P0 and P2 be devices of two astrophysicists used
to register subscriptions. The first is interested in a cer-
tain area of the sky denoted as the vela supernova rem-

1The terms query, continuous query, and subscription are treated as
synonyms throughout this paper.
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nant. Hence, a subscription Vela phrased in XQuery that
filters out all interesting data of this area from the photons
data stream is registered. The latter is interested in an area
denoted as the RXJ0852.0-4622 supernova remnant [3],
which is situated within the area of vela but is far more
distant and hidden behind vela. Nevertheless, this struc-
ture can be visualized by selecting only photons with an
energy greater than 1.3 keV. Acquiring this data is accom-
plished by registering the query RXJ at peer P2. Further,
both queries shall select two different (overlapping) sets
of measurements from the original photons data stream.
Unfortunately, we are not able to show the queries and the
schema of the data stream due to space limitations.

Systems not performing any in-network query process-
ing in combination with multi-subscription optimization
might handle this scenario as depicted in Figure 1. The
subscription is instantiated and processed at the peer where
it has been registered and the complete data stream is de-
livered to this peer—even if only small parts of the stream
are actually needed. If multiple subscriptions are based on
a single data stream, the complete stream is individually
transferred to each subscribing peer. Obviously, this may
cause network congestion as outlined before. Even if sub-
scriptions would be evaluated directly at the data stream
source, there would still be multiple redundant streams in
the network, one for each subscription.

StreamGlobe handles this situation differently by com-
bining routing and distributed query processing techniques,
as depicted in Figure 2. To achieve this in an efficient way,
an optimization component incrementally analyzes newly
registered subscriptions with respect to which parts of data
streams are needed, which existing data streams may be
reused, and how data streams are routed in the network.
In our case, it computes the part of the data stream com-
mon to both queries Vela and RXJ. Therewith, a first fil-
ter query is computed and instantiated at super-peer SP3.
This filter reduces the size of the original data stream by
removing all data not needed by any of the two subscrip-
tions. The precise selection contained in RXJ cannot be
employed yet, since it would discard data needed for the
subscription Vela. The now smaller stream is then routed to
SP2, where it is duplicated and routed to P0 via SP0 and
to P2 via SP1. At this point, another filter query at SP2

is instantiated, which carries out the selection contained in

the subscription RXJ to further reduce the size of the stream
transferred to P2. Obviously, StreamGlobe is more parsi-
monious with its resources, since redundant transmissions
are avoided and only the relevant parts of data streams are
transmitted (depicted by thinner arrows).

Beyond what has been shown in this simple motivat-
ing example, StreamGlobe makes the following contribu-
tions. We have developed techniques for incrementally op-
timizing the data flow in the network whenever new data
streams or subscriptions are registered. These optimiza-
tion techniques are able to exploit projections, selections,
and window aggregates to compute filter and aggregation
queries employing these operations and sharing existing
data streams. If no reusable streams are found in the neigh-
borhood, i. e., all data streams are too restricted with re-
spect to their content, we are able to “widen” data streams
flowing in the network. That is, existing filters like pro-
jections and selections as well as window aggregates are
extended such that the new subscription can be satisfied
without establishing a new data stream. The optimization
is based on a cost model accounting for network traffic and
the computational load of peers. The continuously col-
lected and updated statistics needed as input for the cost
model are part of each peer’s metadata.

2 Application Scenarios in Astrophysics
Even though StreamGlobe is applicable to a variety of ap-
plication domains, we concentrate on e-science applica-
tions in astrophysics. We envision two additional scenarios
where StreamGlobe promises benefits for astrophysicists.
These are event-triggered observations of rare events (e. g.,
supernovae) and the classification of luminaries.

The first is a so called “alerter service”. Imagine differ-
ent observatories and robotic telescopes connected to a P2P
network. Observational data is streamed into the network
and monitored by “alerter subscriptions” registered by fa-
cilities operating the robotic telescopes. The subscriptions
classify and filter the observational data and trigger (cur-
rently available) robotic telescopes to join the observation
if potentially interesting events occur.

Automatically classifying spectral energy distributions
(SEDs) of observed objects is a pivotal step in various as-
trophysical key research areas [1]. Roughly, it deals with
automatic object classification based on querying multiple
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distributed catalogs covering different wavelength ranges
and computing spatial matches using statistical methods.
The catalogs are integrated into StreamGlobe by means
of specific wrappers that transform static data into data
streams. We push any filters (e. g., filtering of spectra) to-
wards the sites hosting the (wrapped) catalogs to reduce
network traffic. The data streams are published in the P2P
network and joined with incoming observational data at
powerful super-peers calculating the best matching SEDs.

3 StreamGlobe Architecture
In this section, we will give a brief overview of the Stream-
Globe system architecture, which is depicted in Figure 3.

Up to now, we have classified peers as super-peers and
thin-peers. To be able to efficiently manage and optimize
large networks, we further divide the whole network into
subnets. In each subnet, a speaker-peer, which is elected
among all the super-peers of the subnet, is responsible for
managing and optimizing its subnet. Additionally, speaker-
peers of different subnets establish a backbone for efficient
metadata exchange.

Basically, all components of StreamGlobe which are
represented by rounded rectangles in Figure 3 are imple-
mented as collaborating Grid services on top of the Globus
Toolkit [8]. According to the classification of peers, the
provided services are shown individually for each type.
The Grid services are divided into two groups as follows.
Interface services represent the different peers in the net-
work. These services constitute the interfaces between
peers and users as well as between peers and other parts of
the StreamGlobe system. Users register subscriptions and
data streams at these interfaces. Non-XML data streams
are fed into the system by means of wrappers which are ex-
ecuted at the corresponding peer to convert the given data
format into XML. Furthermore, these interface services re-

ceive control messages from other peers and forward them
to the appropriate core service. The set of core services of
a peer comprises all the functionality of that peer. Every
peer runs exactly one instance of an interface service and a
set of core services according to its capabilities.

Thin-peers are peers with varying functionality. They
publish data streams in the network and/or receive the re-
sults of their subscriptions, but usually do not carry out
complex query processing. Since even such a peer has to
provide metadata, e. g., statistics of a data stream needed
for optimization, it mainly runs the metadata management
service. Beyond that, only the plan distribution service and
a minimum query execution service are provided on every
thin-peer. The plan distribution service is needed for all
peers, since this component is responsible for correctly set-
ting up data communication with other peers and instan-
tiating the queries in the query execution service. The
query execution service of a thin-peer is at least able to
display results of subscriptions, to publish—and possibly
wrap—data streams, and to maintain statistics, if needed.
Some thin-peers, depending on their individual capabili-
ties, might be able to perform additional query processing.

The next type of peers are super-peers. In addition to the
basic components of thin-peers, super-peers provide exten-
sive query processing capabilities by enabling fully-fledged
query processing for data streams. For carrying out query
processing tasks, the query execution service employs our
extensible XQuery engine FluX [9] for data streams, which
is installed on every super-peer. FluX is an event-based
query engine that achieves buffer minimization through op-
timizations based on schema information of data streams. It
is therefore applicable for efficient stream processing. Fur-
thermore, user-defined stream operators which are imple-
mented as mobile code can be loaded and executed to pro-
vide additional functionality. This yields a great amount of
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flexibility in specifying subscriptions.
Finally, speaker-peers are basically super-peers with the

additional role of optimizing and managing their subnets.
Hence, speaker-peers provide an optimization service for
carrying out these additional tasks.

In Figure 3, the communication paths are depicted by
arrows. Different StreamGlobe components/services on a
single peer communicate directly via mechanisms provided
by the Globus Toolkit. Inter-peer communication takes
place between the interface services of the two commu-
nicating peers using the RPC mechanisms of Globus. As
the OGSA framework does not yet provide any suitable
means for data stream transfer, we realized our own pro-
tocols based on TCP/IP networking techniques for direct
data exchange between query execution services.

4 Demonstration Outline
We will demonstrate our StreamGlobe system for data
stream management in P2P networks. The demonstration
will be based on astrophysical application scenarios similar
to those outlined in Sections 1 and 2 which we have devel-
oped in cooperation with our partners at the Max Planck
Institute for Extraterrestrial Physics. We employ real astro-
physical data and operations provided by our partners. In
detail, the demonstration will consist of the following parts.

• We show how to publish data and how to retrieve
information by interactively registering peers, data
streams, and subscriptions.

• We present the optimization of subscriptions and
the routing of data streams by sharing existing data
streams already flowing through the network.

• We demonstrate the prevention of overload situations
at both network connections and peers.

• We present throughput experiments indicating the in-
creased number of subscriptions that can be satis-
fied using our optimizations compared to the non-
optimized case.

• We show the effectiveness of StreamGlobe in various
network topologies and scenarios.

We visualize the underlying network by means of a graphi-
cal user interface. This GUI shows the relevant information
about the network, e. g., network topology, registered data
streams and subscriptions, data flow, utilization of network
connections, computational load of peers, etc.

5 Conclusions
In this paper, we have briefly sketched our key ideas for
StreamGlobe. The StreamGlobe system has been designed
to meet the challenges that arise in processing data streams
in an information retrieval network based on P2P network-
ing and Grid technologies. In the demonstration, we will
present a running prototype system and confirm the effi-
ciency and scalability of our approach on behalf of some
exemplary e-science application scenarios.

In future work, we will continue to extend the func-
tionality of StreamGlobe. Periodic or event-based re-
optimization using static multi-query optimization on the

set of registered subscriptions can help to retain an opti-
mized data flow in the network over long periods of time.
Furthermore, support for subscriptions with multiple input
data streams and joins is planned.
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