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ABSTRACT

Recommender systems play a crucial role in various domains, from
education to tourism, by helping users extract hidden knowledge
and valuable insights from data. The relevance and effectiveness of
these recommendations are closely tied to contextual information,
such as user location, weather, and temporal factors, which can
enhance both user experience and system performance. However,
such contextual data is not always readily available for all users.
To address this limitation, this work explores novel approaches to
inferring context changes in user behavior. In addition, the concept
of fairness is introduced to account for the diverse preferences and
constraints of users, aiming to provide equally preferable recom-
mendations across individuals. Specifically, I am investigating the
concepts of local and global fairness, highlighting that a universally
fair solution may not exist due to differing user needs. As part of
my PhD project, I am applying the proposed solutions to realistic
case studies from diverse domains, demonstrating the importance
of context in recommender systems and the potential for enhancing
user satisfaction through a fairness-focused approach.
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1 INTRODUCTION

Recommender systems (RSs) have become essential tools across
various domains, from tourism to healthcare, as they help users ex-
tract hidden knowledge and useful insights from datasets. With the
growing availability of data from sources such as sensors, wearable
devices, and other platforms, the need for intelligent techniques to
guide users through data exploration has never been more crucial.
As a result, RSs have been widely applied, becoming an invaluable
assistant not only for end users, who may be disoriented in the pres-
ence of a huge number of different alternatives but also for service
providers or sellers, who would like to be able to guide the choice
of customers toward particular items with specific characteristics.

In many real-world domains, the temporal order of events, com-
bined with contextual factors such as the user’s location, weather,
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and holidays, can significantly enhance the relevance and effec-
tiveness of recommendations. Therefore, Context-Aware Recom-
mendation Systems (CARS) hold a distinct advantage over more
traditional recommenders [1, 9, 21].

However, retrieving contextual information for a specific dataset
is often challenging or even infeasible. The context model and its
contextual features are typically defined at design time and applied
uniformly for all users. This highlights the need for a methodology
able to infer such information in its absence and in a personalized
way. Recent approaches [8] have demonstrated that it is possible to
detect contextual factors by identifying anomalies, enabling systems
to better adapt to shifts in user behavior.

Despite RSs’ focus on providing personalized and tailored sug-
gestions to individual users or groups, it is essential to question
whether they are fair to the broader category for which they are
designed. Although the fairness concept depends on the context
and domain [16, 20], it generally refers to mitigating biases and dis-
parities while promoting inclusivity and diversity within systems.

This paper presents the first year and a half of my PhD research,
illustrating the frameworks developed and the ongoing problem
under investigation.

2 RELATED WORK

This section summarizes the state of the art related to the topic
investigated in the Thesis, focusing on temporal association rules,
context-aware recommender systems, and fairness.

Temporal association rules. In [24], a two-level taxonomy is pro-
posed for integrating temporal aspects in association rule mining.
In particular, the first level distinguishes whether time provides
order to the data collected, locating some temporal constraints, or
is considered as an attribute within the learning process. Our pro-
posal falls in the first category since time is used to obtain totally
ordered sequential rules, but at the same time, it escapes from the
following low-level categorization in three ways: (i) antecedent
and consequent are not only mutually ordered, but the items in the
antecedent are also enriched with labels representing their relative
order, (ii) thanks to the use of this relative order, we can properly
handle holes in the mined rules, (iii) the absolute timestamps can
be used to implement an aging mechanism during the computa-
tion of the rule support. Although in the literature many proposals
extract only partially ordered sequential rules [14], for reducing
the number of rules and thus simplifying the mining process, we
deem that many real-world domains are based on data and events
that occur in a specific order, which must be considered during
the knowledge discovery processes. Similarly, [3] deals with the
problem of Mining Precise-positioning Episode Rules, introducing
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fixed-gap episodes for specifying the exact time of the consequent
events. To the best of our knowledge, no existing work combines
both relative order and absolute timestamp in rule construction as
our framework does.

Context-Aware Recommender Systems. RSs offer suggestions on
items, services, or news that may interest users and affect their
decisions based on their profile, history, and preferences [22]. For
instance, in [7], the authors develop an RS that can suggest activities
targeted to specific users to improve their health conditions starting
from data collected by a Fitbit wearable device. The physical activity
information collected by Fitbit is also used in [23] to correlate daily
physical activity levels with predictions of sleep quality. Neither of
the mentioned works considers contextual information.

CARSs have received a lot of attention in recent years since
their aim is to decrease recommendation errors and improve the
system’s quality by enriching available item and user information
with contextual data [1, 9, 21]. In the state of the art, contextual
information is often integrated into RS to improve the precision
of recommendations. In general, user preferences may vary de-
pending on the environment and the situation in which they are
acting [2]. Therefore, CARS use contextual information, such as
time, location, and social situation, to add knowledge during the
recommendation process, thus improving the personalization and
the relevance of the suggestion [1]. A systematic literature review
is proposed in [28], where the authors describe the integration
of the context in RS, the main categories of contextual features,
and the validation mechanism with respect to datasets, properties,
metrics, and evaluation protocols. In the urban tourist scenario,
multiple factors may be considered. However, in existing works
the contextual information is quite limited and restricted to only
a weather feature in [27] and to an hourly weather summary (e.g.
cloudy), temperature (e.g. cold), and temporal information such as
the time interval related to the visit (e.g. evening) in [18]. Although
these proposals deem as important the notion of context, they do
not consider other external information like the occupancy rate of
each Pol, the day of the week, the presence of holidays, or other
important events in the considered city.

Fairness. The authors in [16] examine the definition of fairness as
the absence of discrimination for individuals with the same “merit”
and fairness in algorithms as the absence of discrimination. How-
ever, they point out three weaknesses of this definition: disparities
justified by “merit”, the limitation of the algorithm, and the ignor-
ing of the disparities within groups. It confirms that, although the
problem has been explored for years, it is not easy to delineate
in a uniform way the concept of fairness [15, 20] Fairness in task
assignment is addressed in [31] through a coalition-based approach,
where workers cooperate on spatial tasks to maximize their over-
all rewards. However, unlike our setting, these methods focus on
searching for stable worker coalitions rather than assigning a pre-
defined set of mandatory tasks for each stakeholder. Similarly, the
fair allocation strategies proposed in [5, 30] do not apply to our
scenario, as they do not accommodate sequential task allocation.

Furthermore, my work delves into a deeper discussion of the
meaning of fairness constraints and preferences. The importance
of evaluating fairness from multiple stakeholders’ perspectives has

been investigated in [4, 29] in the context of RSs, with a special
focus on tourism.

3 PROBLEM STATEMENT

Nowadays, RSs are increasingly integrated into everyday users’
lives across various domains. For this reason, the personalization
process plays a crucial role in providing useful and customized rec-
ommendations. External contextual factors, such as time, location,
weather conditions, or social setting, are essential to dynamically
adapt suggestions to each user and situation.

The main objective of this work is the development of a CARS
that can automatically recognize and extract context from data, even
when such information is not explicitly provided. The main chal-
lenge concerns datasets coming from real-world scenarios, since
contextual data is not always readily available. Therefore, in the ab-
sence of explicitly provided context, the system must autonomously
detect and adapt to changes in user context and routine by analyz-
ing data. Furthermore, users may have diverse needs, constraints,
and preferences. A fair recommender system must avoid favoring
a specific group of users. Considering fairness in the recommenda-
tion process introduces an additional layer of complexity that has
to be addressed.

This research follows a stepwise path:

o First, the role of context is investigated and validated through
two real-world scenarios: tourism and wearable device data.

e Then, we investigate anomaly detection techniques to infer
context changes, in order to integrate this component into
our recommendation framework.

o Finally, we define a fairness-aware evaluation metric to as-
sess whether the recommendations satisfy users’ individual
requirements.

4 PRELIMINARY RESULTS

This section presents the preliminary results of my research. First,
the role of context is investigated in two domains: tourism and
wearable devices. Then, focusing on the latter use case, we ap-
ply anomaly detection techniques to automatically infer context
changes. Finally, we discuss the definition of fairness metrics.

4.1 Role of Context in Tourism RSs

Ashighlighted in the previous sections, context-aware recommender
systems (CARSs) are becoming essential tools in various domains.
In this first case study, we focus on the tourism domain by studying
the role of contextual information in determining both Points of
Interest (Pol) occupations and user preferences. We investigate how
machine learning and deep learning techniques can improve the
recommendation quality by enriching historical information with
its contextual counterpart.

As a result, we propose a context-Aware Recommender sysTEM
wlth crowding forecaSting called ARTEMIS, a system designed to
learn and forecast user preferences and occupation levels based
on historical contextual features [19]. Specifically, we apply this
system to a real-world scenario, analyzing tourist visits in Verona,
Italy, between 2014 and 2019. The general architecture of ARTEMIS
is shown in Fig. 1, and includes the following components: (i) C1
is the crowding forecaster, a Deep Neural Network model trained



Figure 1: ARTEMIS Architecture.

on the historical and contextual information in order to predict
real-time Pol occupation, which is updated with the actual user
affluence; (ii) C2 is the contextual preferences estimator, which
learns the user habits from visiting historical data and context;
lastly, (iii) C3 combines the information produced by the contextual
crowding forecaster and the contextual preference estimator to
produce the final set of recommendations, which will be returned
to the user through a user interface or application.

Using the same dataset, we also developed a recommender sys-
tem to promote sustainable tourism [13]. The concept of sustainable
tourism covers many aspects, from economic, social, and environ-
mental issues to attention to improving tourists’ experience and the
needs of host communities. In this regard, one of the most impor-
tant aspects is the prevention of over-tourism, i.e., overcrowding at
specific attractions or locations. Moreover, instead of suggesting
the next Pol to visit in a given situation, this system proposes a
complete sequence of Pols (tourist itinerary) that covers an entire
day or vacation period. In order to address this task, we develop a
Deep Reinforcement Learning approach, where the tourist’s reward
function depends on the specific spatial and temporal context in
which the itinerary has to be performed.

4.2 Role of Context in Wearable Device RSs

The second domain of interest is healthcare, where we analyze a
real-world dataset collected from Fitbit wearable devices. The final
goal is to improve the user’s sleep score after performing fitness
activities in different contextual conditions.

Firstly, we introduce ALBA (AgedLookBackApriori)[10, 17], a
general extension of sequential rule mining. Unlike other literature
methods, ALBA not only ensures that the antecedent precedes the
consequent but also enriches itemsets with an explicit representa-
tion of their relative temporal order. This enrichment allows the
generation of more precise, timely recommendations. Using ALBA,
we validate the relevance of the contextual information in the Fitbit
dataset, highlighting the importance of an aging mechanism [11].
Our methodology improves the accuracy of the recommendation,
especially when enriched with contextual information.

As previously discussed, contextual information is limited, par-
ticularly when personal information is involved, as in this domain.
To address this issue, we propose a methodology based on anomaly
detection [12] to automatically identify context changes directly
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Figure 2: ACTER Architecture.

from existing temporal data. Specifically, we adopt a Long Short-
Term Memory approach, which detects context change in temporal
datasets and tests it against a dataset of Fitbit data collected from
the participants in this case study. The results show that the tech-
nique easily highlights periods of time when the users’ context
was indeed different from their normal routine, thus successfully
detecting a change in their context.

All these insights are integrated into a unified framework called
ACTER (Activity Customization through Timely and Explainable
Recommendations). The framework can, on one side, learn directly
from sensor data, both user habits and the main contextual perspec-
tives that have an impact on each user’s behavior, and, on the other
side, leverage such knowledge to provide contextual, personalized,
timely, and explainable recommendations. In Fig. 2, the overall ar-
chitecture is depicted: (i) the component A leverages historical data
to detect time intervals where the user behavior has changed from
the most frequent trends, thus refining the context notion defined
at design time; (ii) the second component B generates frequent
and ordered contextual sequences by applying ALBA; (iii) lastly,
C represents the recommender system. It mines totally ordered
sequential rules, which are ordered and split into two sets of pos-
itive and negative rules (R+ and R-). These rule sets are helpful
in providing suggestions that are coherent with the user’s current
situation, with their explanation.

4.3 Fairness in RSs with Multiple Stakeholders

Recommendation tasks often involve multiple stakeholders with
diverse objectives, preferences, and constraints. Ensuring fairness
in these scenarios is crucial to maintain user satisfaction, improve
efficiency, and mitigate biases. Although the definition of fairness
is context-dependent, it generally aims to ensure an equal distri-
bution of tasks among participants while respecting user-defined
constraints and minimizing disparities.

In our work, we explore fairness in sequential task assignments,
introducing the notions of local and global fairness. Firs of all we
distinguish between two kinds of constraints: Hard constraints that
are a set of mandatory constraints that must be satisfied by any valid
solution (e.g., a user cannot be assigned to two tasks at the same
time); and Soft constraints that are a set of constraints, including
preferences, that are not strictly mandatory, but stakeholders can
assign higher or lower importance to them (e.g., a user prefers a
task in a specific time slot). Based on these definitions, the Local



Fairness is the degree to which a valid solution satisfies the set of
soft constraints for a specific stakeholder, while Global Fairness
evaluates how a valid solution satisfies the sets of soft constraints
for each stakeholder involved.

To address this problem, we propose FaST-MOSA, a multi-objec-
tive algorithm based on simulated annealing [25], which starts
from solutions that satisfy the local fairness, and generates a unique
assignment satisfying the global fairness. Our evaluation shows that
this approach improves fairness with fewer iterations and better
acceptance among users, as confirmed through a questionnaire-
based user study.

5 CONCLUSION AND FUTURE WORKS

This work presents two frameworks aimed at tackling the chal-
lenges of integrating context into real-world datasets to provide
personalized recommendations to users. These methodologies are
validated in two domains: tourism and wearable devices, highlight-
ing the advantages of incorporating contextual informations into
recommendations. Furthermore, concepts of global and local fair-
ness are introduced to improve overall user satisfaction.

I am currently investigating the relationship between fairness
and context to gain deeper understanding of user behavior and
contextual dynamics. In particular, I am exploring alternative tech-
niques for detecting changes in context, such as the ConQuest
approach proposed in [8], in order to automatically discover and
incorporate contexts. Furthermore, I am studying the application
of machine unlearning techniques, as introduced in [6]. Inspired by
the approach taken in [26], where unlearning was used to detect un-
fairness in binary classifiers, I aim to adapt this strategy to identify
unbiased patterns in the context to improve recommendations.
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