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ABSTRACT
Graph traversals are expensive and storage systems need to be opti-

mized for them. Identifying the connectivity structure is important

to estimate the likelihood of graph objects being accessed together.

Developing a storage layout for graph objects in consideration of the

connectivity structure is important to perform low latency graph

operations. Irregular access patterns of the input graphs also con-

tain valuable information that can be used for locality optimization.

Although hard to capture, real-world graphs have well-connected

community structures where the vertices share common neigh-

bours. In this paper, we address the challenges in identifying the

access likelihood and connectivity structure of graphs to increase

the locality of accesses. We propose Graph-Aware Layout (GAL), a

workload-agnostic approach that orders graphs vertices by exploit-

ing the connectivity structure born out of graph traversals. GAL

exploits graph structure, determines the vertices that are likely

to be accessed together, and imposes a serialization layout. With

respect to common locality metrics, GAL performs better than or

is competitive with other approaches.
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1 INTRODUCTION
Graphs are popular data structures to represent a variety of data

where it is important to represent the relationships among data

items as first-class objects [30]. Vertices in these graphs represent

entities (e.g., people, processes, assets, and devices), and the re-

lationships among these entities are well captured as edges. The

volume of graph-structured data as well as the sizes of these graphs

continue to grow, tracking the general data volume growth [15]. In

response to this need, graph DBMSs (GDBMS) have been an active

area of research and development – these are the fastest-growing

NoSQL category [1] – and their performance and scalability have

practical importance [29].
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(a) The graph is serialized without structure awareness.
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(b) The graph is serialized with structure awareness.

Figure 1: Temporal data accesses of disk pages

Most graph processing applications need to perform expensive

read-intensive traversals over large graphs. Locality in graphs cap-

tures the degree of correlated data accesses in time and space. Graph

applications are known to have poor locality
1
[23]. This usually

causes random access to disk pages during navigation, increasing

the IO overhead. The culprit for random access is that GDBMSs

typically serialize vertex and edge data on disk in the order that is

given by the user in the input file without any attention to the graph

topology. Figure 1a shows random accesses to disk pages when the

input graph is serialized on disk without topology awareness using

the storage layout of one of the popular GDBMSs [2]. The figure

shows the scattered access causing high IO overhead.

Poor locality and inattention to graph topology also make in-

memory caching algorithms ineffective. Access probabilities of

graph objects can vary, and this yields non-uniform activity levels

[4]. Random accesses tend not to have much locality [23], and they

are hard to predict ahead of time to exploit caching. In previous

work, we proposed a new caching algorithm, called LAC, for graph

traversals and demonstrated that caching is greatly helped if the

graph is serialized with attention to graph topology [20].

In this paper, we address the complementary problem of seri-

alization and propose a workload-agnostic approach to serialize

real-world graphs on disk by exploiting the connectivity structure

born out of graph traversals.

We have two objectives: the first is to improve the ordering qual-

ity as evaluated by commonly used locality metrics, and the second

is to minimize the number of page IOs in servicing user requests.

Identifying the connectivity structure is important to estimate the

likelihood of vertices being accessed together. Developing a stor-

age layout of graph objects in consideration of this estimation is

essential to perform low latency graph operations. Figure 1b shows

a plot of the same graph data and query as in Figure 1a but with a

changed data layout that correlates with the graph topology, e.g.,

adjacent vertices and neighbourhoods in the graph are stored on the

same page or on adjacent pages on disk by using a topology-aware

1
Poor locality in graph data is when vertices or edges which are frequently accessed

together are not stored or laid out close to each other in memory or on disk.
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serialization approach [35]. The resulting improved locality of data

accesses generates more more clustered and consecutive disk page

accesses.

A Small World Network graph consists of tightly-knit groups

of vertices, closed triangles, and a number of local bridges [34]. As

noted earlier, GDBMSs typically read vertices in ID-order from the

input file, and those with consecutive IDs are stored consecutively.

Usually, no attention is paid to the connectivity structure of the

graph (if that structure is not represented in the order of items

within the input file), which potentially leads to divergence of the

physical data order on disk from the connectivity structure. We

propose Graph-Aware Layout (GAL), which determines the vertices

that would be frequently accessed together from the graph structure

and generates a serialization order for graph objects on disk with

the objective of increasing page access locality.

Some of the existing approaches that address similar problems

force access locality in graph objects by performing community

extraction or partitioning the graphs to preserve locality in sub-

graphs [16, 36]. In real graphs with power-law distribution of vertex

degrees, edge-cut-based partitioning does not perform well [21]. A

recent approach finds a permutation of graph vertices to minimize

the CPU cache miss ratio [35]. It uses a cost function to maximize

the weights that are assigned to the direct neighbour and sibling

relations of vertices in the serialization order. Although identifying

these direct relations gives some information about the access like-

lihood of the algorithms, it does not capture the locality in access

patterns that are beyond immediate neighbourhoods.

GAL, by contrast, generates a serialization order of graph objects

without relying on a partitioning algorithm; it examines the connec-

tions beyond the immediate neighbours and siblings by considering

vertices that may be farther with respect to number of hops, but are

in the same access sequence in graph traversals. For this purpose,

GAL uses random walks to explore the connections farther than

the immediate neighbours. These beyond-neighbourhood connec-

tions play an important role in the execution of reachability queries

and have been shown to be important [14, 17, 21, 24, 27]. Small

World Networks require both closely knit communities (strong

ties) and a sufficient number of long-range neighbours (weak ties)

[34]. Weak ties represent the local bridges where the vertices at the

end points of such edges have no common immediate neighbours,

such as acquaintances. Although there are many closed triangles in

Small World Networks, branching structure appears as a result of

local bridges that enable reaching many nodes in a few steps, and

their endpoint vertices can access the parts of the graph that are

otherwise hard to reach [7, 9].

Identifying tightly knit communities motivates many graph par-

titioning approaches, which define some level of cohesion for each

vertex in a partition by assigning a fraction of its immediate neigh-

bourhood in the same partition. However, a pair of vertices in a

partition do not necessarily have much in common due to the ex-

istence of densely connected vertices as well as some number of

weak edges [35]. Therefore, GAL stores hub vertices that are not

immediate neighbours of each other, endpoints of local bridges,

and their important neighbours that are likely to appear together

in graph traversal. GAL may not serialize a vertex with all of its

immediate neighbours on the same page. This potentially results

in accessing more than one disk page to answer a single hop neigh-

bour query. However, frequent accesses to disk pages consisting of

the graph objects that appear in most of the traversals reduces the

overall amount of IO.

In summary, our major contributions are the following:

• We propose GAL that generates a serialization order for

graph objects by considering their structural roles in their

placement and increasing the distance to look ahead, greater

than that of the immediate successor in the access sequence

of traversals.

• GAL captures the access likelihood of graph objects by

looking at the graph topology; therefore, its disk layout is

not tailored to a specific query type.

• GAL outperforms its competitors in various widely used

locality metrics.

2 RELATEDWORK
Efficient placement of graph objects to minimize IO is a challeng-

ing problem due to graph connectivity and unpredictable access

patterns of graph workloads. Collocating vertices/edges together in

a page is fundamentally a clustering problem. There are several ex-

isting studies that use graph partitioning methods and community

extraction algorithms for clustering graph objects into pages. Xie

et al. [36] propose a block-level abstraction of vertex-centric graph

processing with the objective of achieving good cache performance.

It uses a graph partitioner [19] to divide a graph into partitions

in a manner that minimizes the number of cross-partition edges

(i.e., edge-cuts) and each partition is stored as a block. However,

power-law degree distribution of real graphs affects the partitioning

quality [21, 23]. Steinhaus et al. [33] propose a storage manager for

graph data that tries to minimize the number of adjacent vertices

that are placed on different disk pages as well as the distance be-

tween disk pages with adjacent vertices. Another heuristic serializes

graph data on disk by extracting communities based on modularity-

optimized-driven algorithm [22]. However, this requires solving

NP-hard minimum linear arrangement problem [16]. These ap-

proaches do not scale to large graphs.

Although community extraction and graph partitioning approaches

explore groups of vertices that are likely to communicate, they can-

not capture access likelihood of vertices in navigating through

communities that follow a pattern unique to the graph. This is

important for efficient placement of graph objects on pages in order

to exploit the access locality in traversals and therefore, reduce the

number of page accesses to answer a query. Vertex/edge reordering

that is based on the statistical characteristics of the graph or cost

functions that try to optimize accesses with the likelihood of ver-

tices (similar to what we do) has also been studied [3, 6, 11, 35, 39].

Some of these target main memory placement, while others tar-

get on-disk placement. However, there is no intrinsic obstacle to

using main memory placement techniques for on-disk placement;

therefore, in the remainder, we assume they are used as on-disk

approaches.

Reverse Cuthill-McKee (RCM) [8] graph ordering algorithm min-

imizes the maximum gap distance, which is known as graph band-

width. RCM traverses the vertices at each level by following a

specialized breadth-first search where vertices are ordered by their
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degrees and vertex identifiers of their parents. Some of the ordering

approaches rely on vertex degree [11] [39], placing higher degree

vertices together on the same page. Degree-based Grouping (DBG)

[11] has multiple bins for vertices and places them into the bins

according to their “hotness level”, which is defined based on their

degrees. These techniques assume that the vertices have already

assigned vertex identifiers consistent with the graph topology in

the input file. This assumption holds for some input graphs, but

not all. In contrast to these, GAL exploits the access likelihood

of graph objects by considering the degree property of vertices.

Gorder (GO) [35] is similar to GAL in that it reorders graph vertices

prior to loading. It defines access locality of vertex pairs by a score

function that considers their immediate neighbourhood and the

number of common friends. Although identifying the immediate

neighbourhood gives important information about the access like-

lihood of graph objects in the graph traversals, it does not explore

the connections at further depths that are not easy to predict.

ICBL [38], considers neighbourhood at further depths. ICBL finds

an ordering for graph data in order to serialize it on disk. It employs,

similar to GAL, uniform random walks to extract diffusion sets and

to explore the neighbourhood of a vertex in order to label their

access likelihood. However, unlike GAL, it uses this information

in k-means clustering to obtain 𝑘 vertex-disjoint subgraphs, which

may select local bridges as edge cuts that potentially carry most

of the traffic between the different parts of the graph. In contrast

to ICBL, GAL explores the global stability of the graph and the

structural roles of graph objects, such as local bridges, in addition

to identifying strong relations between the vertices and their access

likelihood together.

3 GRAPH-AWARE LAYOUT
In this section, we describe GAL (Graph-Aware Layout), a topology-

aware serialization technique that focuses on ordering graph ver-

tices and projects this order on edges to obtain an edge ordering.

GAL considers the roles vertices play in the graph structure, such

as hubs or endpoints of local bridges. It goes beyond considering

immediate neighbours and looks further for successor vertices in

the access sequence of traversals to identify strong relations be-

tween the vertices and their likelihood of being accessed together.

GAL orders hub vertices close to each other even if they are not

immediate neighbours but are likely to be accessed together in

graph traversal. The other ordering algorithms discussed in the

previous section only consider vertices.

A graph 𝐺 = (𝑉 , 𝐸) consists of set of vertices 𝑉 and edges 𝐸 =

{(𝑢, 𝑣) |𝑢, 𝑣 ∈ 𝑉 }. The number of edges linked to a given vertex

𝑣 is its degree, 𝑑 (𝑣). The reordering is based on the joint access

likelihood of vertices, which is computed as follows. A set of random

walks are started from each vertex 𝑣𝑖 in the graph, during which

virtual edges are created between the source vertex 𝑣𝑖 and all the

reachable vertices in the walk, and weights are assigned to each

virtual edge based on their distance to the source vertex 𝑣𝑖 – edges

to vertices that are closer to the source (in terms of hop distance)

have higher weights. The resulting weighted, denser graph 𝐺𝑤 =

(𝑉 , 𝐸𝑤) captures the connection strength of vertices.𝐺𝑤 has edges

that are not in 𝐺 , representing the multi-hop connections between

vertices that are captured through the traversals. While capturing

the strength between important vertices that are not necessarily

connected, it can sacrifice some of the immediate neighbours for

not being ordered very closely.

Based on the edge weights in 𝐺𝑤 and the number of common

neighbours in𝐺 , GAL computes the access likelihood of all pairs

of vertices (𝑣𝑖 , 𝑣 𝑗 ) (𝑣 𝑗 ∈ 𝑉 , 𝑣𝑖 ≠ 𝑣 𝑗 ) using a closeness function that

is explained in Section 3.2. Finally, GAL generates a new order of

graph objects while maximizing the closeness of vertices.

Algorithm 1 shows the main steps of GAL. RandomWalk per-

forms a number of random walks rooted at each vertex 𝑣𝑖 ∈ 𝑉 (𝐺)
to generate𝐺𝑤 (Section 3.1. Then, VertexOrdering creates a new

ordering of graph vertices by using the connection strength of

vertices captured in 𝐺𝑤 (Section 3.2).

Algorithm 1 GAL: Graph-Aware Layout Generation

Input: 𝑉 (𝐺), 𝐸 (𝐺)
Output: A new order of vertices in 𝑉 (𝐺)
1: for all 𝑣𝑖 ∈ 𝑉 (𝐺) do
2: RandomWalk(𝑣𝑖 ) ⊲ Generate and update 𝐺𝑤 in every

iteration

3: end for
4: VertexOrdering(𝐺𝑤 )

3.1 RandomWalks
Exploring the structural distance between graph vertices is im-

portant to evaluate their similarity. GAL performs a number of

random walks 𝑅(𝑣𝑖 ) rooted at each vertex 𝑣𝑖 ∈ 𝑉 (𝐺) to extract

access sequences of vertices.

In the remainder, for ease of exposition, we denote each step

of the random walk rooted at 𝑣𝑖 as 𝑣
𝑘
𝑖
, where 𝑘 is the depth in the

walk: 𝑣0
𝑖
= 𝑣𝑖 , 𝑣

1

𝑖
= 𝑣 𝑗 , 𝑣

2

𝑖
= 𝑣𝑘 , . . . , 𝑣

𝑘
𝑖
= 𝑣𝑠 .

𝑅(𝑣𝑖 ) = {𝑣0𝑖 , 𝑣
1

𝑖 , 𝑣
2

𝑖 , . . . , 𝑣
𝑘
𝑖 } (1)

Each move of the random walk rooted at 𝑣𝑖 is defined by the

transition probability matrix 𝑃 which has elements 𝑝 (𝑣𝑡
𝑖
, 𝑣𝑡+1
𝑖
) =

𝑃 [𝑣𝑡+1
𝑖
|𝑣𝑡
𝑖
] representing the probability of moving from a vertex at

depth (step) 𝑡 to a vertex at depth (step) 𝑡 + 1 as shown in Equation

2.

𝑃 [𝑣𝑡+1𝑖 |𝑣
𝑡
𝑖 ] =

{
𝑝 (𝑣𝑡

𝑖
, 𝑣𝑡+1
𝑖
) 𝑣𝑡+1

𝑖
∈ 𝑁 (𝑣𝑡

𝑖
)

0 𝑣𝑡+1
𝑖

∉ 𝑁 (𝑣𝑡
𝑖
)

(2)

The computation of 𝑝 (𝑣𝑡
𝑖
, 𝑣𝑡+1
𝑖
) depends on the type of random

walk, which may be uniform or biased. In uniform biased walk, each

vertex in 𝑁 (𝑣𝑡
𝑖
) is equally likely to be chosen as the next visited

vertex. The return time of vertex 𝑣𝑖 , is defined as the expected time

it takes a walk that starts at vertex 𝑣𝑖 to return to vertex 𝑣𝑖 . The

return time of a vertex is independent of the structural properties

of vertices that are visited at uniform random walk steps. However,

the return time of a vertex is related to the degree property of

vertices, 𝑑 (𝑣 𝑗 ), that are visited in the case of biased walks. When

the walk reaches a high degree vertex, it decreases the return time

of 𝑣𝑖 which yields an exploration in the local neighbourhood. On the

other hand when the walk reaches a low degree vertex, it increases

the return time of 𝑣𝑖 and, therefore, increases the probability of
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traversing through the more sparse paths to a different part of the

graph.

Walks involving higher degree vertices can obtain the connec-

tion between hub vertices that are not immediate neighbours but

connected to each other through their successor neighbours and

frequently accessed together in multi-hop traversals, while walks

involving lower degree vertices can reach farther parts of the graph.

GAL can use either uniform or biased random walks in capturing

connection strength between vertices in different input graphs.

Algorithm 2 shows GAL’s random walk procedure. It takes a

root vertex 𝑣𝑖 , the number of walks rooted at 𝑣𝑖 , 𝑁𝑊𝐴𝐿𝐾𝑆 , and the

length of the walk, 𝑁𝑆𝑇𝐸𝑃𝑆 , as input and produces the weighted

graph 𝐺𝑤 as output.

Algorithm 2 RandomWalk

Input: 𝑣𝑖 , 𝑁𝑊𝐴𝐿𝐾𝑆 , 𝑁𝑆𝑇𝐸𝑃𝑆

Output: 𝐺𝑤

1: 𝐺𝑤 = {}
2: 𝑁 is an array of vertices ∀𝑣 𝑗 ∈ 𝑁 (𝑣𝑖 ).
3: if biased then
4: 𝑁 is sorted based on 𝑑 (𝑣 𝑗 ).
5: 𝑁𝑐𝑢𝑚 is a cumulative growing array of 𝑑 (𝑣 𝑗 ).
6: end if
7: for 𝑛 = 0 to 𝑁𝑊𝐴𝐿𝐾𝑆 do
8: for 𝑘 = 0 to 𝑁𝑆𝑇𝐸𝑃𝑆 do
9: 𝑝 = 𝑟𝑎𝑛𝑑𝑜𝑚()%𝑑 (𝑣𝑖 )
10: if biased then
11: 𝑣𝑘

𝑖
← 𝑁𝑐𝑢𝑚 [𝑝]

12: else
13: 𝑣𝑘

𝑖
← 𝑁 [𝑝]

14: end if
15: insert 𝑣𝑘

𝑖
in 𝑅(𝑣𝑖 )𝑛 ⊲ 𝑅(𝑣𝑖 )𝑛 is the 𝑛𝑡ℎ random walk

rooted at 𝑣𝑖
16: end for
17: BuildWeightedGraph(𝑣𝑖 , 𝑅(𝑣𝑖 )𝑛,𝐺𝑤 )

18: end for

The number of walks (𝑁𝑊𝐴𝐿𝐾𝑆) rooted at the same vertex is

important to increase the probability of capturing different neigh-

bours at different walks. However, when the number of walks in-

creases, the parameter sensitivity experiments show that the size of

𝐺𝑤 increases dramatically without improving the ordering quality.

Therefore, 𝑁𝑊𝐴𝐿𝐾𝑆 is set to the average degree of the input graph.

Random walks can also be performed biased. 𝑁𝑐𝑢𝑚 is the cumu-

lative distribution over neighbouring vertices degrees. This cumu-

lative degree array is constructed such that 𝑁𝑐𝑢𝑚 [𝑘] =
∑𝑘

𝑗=1 𝑑 (𝑣 𝑗 ).
Selecting from 𝑁𝑐𝑢𝑚 biases the sampling toward neighbors with

higher degrees. This results in transition probabilities proportional

to neighbor degrees, effectively biasing the walk toward high-

degree nodes.

The path length of a randomwalk rooted at a vertex is also impor-

tant for capturing the connection strength of vertices. GAL defines

this distance as number of steps, 𝑁𝑆𝑇𝐸𝑃𝑆 , of a random walk. As-

sume 𝑁𝑆𝑇𝐸𝑃𝑆 is 3, and the access sequence of three vertices rooted

at 𝑣𝑖 are 𝑣
1

𝑖
, 𝑣2

𝑖
, and 𝑣3

𝑖
. In this case, 𝑣1

𝑖
is the immediate neighbour

of 𝑣𝑖 , while the others may not be. GAL determines the connection

strength between 𝑣𝑖 and all the vertices in this access sequence of

vertices. Thus 𝐺𝑤 will have the following weighted edges: (𝑣𝑖 , 𝑣1𝑖 ),
(𝑣𝑖 , 𝑣2𝑖 ) and (𝑣𝑖 , 𝑣

3

𝑖
) in𝐺𝑤 . The default value for 𝑁𝑆𝑇𝐸𝑃𝑆 represents

the reachability distance between vertices; therefore, we set it as

the effective diameter value of the input graph.

Edge weights in 𝐺𝑤 represent the likelihood that two vertices

might be accessed together – higher weights indicate a closer rela-

tionship (in terms of graph topology) between the vertices incident

on the edge. GAL employs a linear decremental weight assignment

approach, in which an increase in the successor distance decreases

the corresponding edge weight.

A random walk rooted at 𝑣𝑖 has an initial weight assigned to

the edge (𝑣𝑖 , 𝑣1𝑖 ). Starting each random walk with the same initial

weight could hide valuable information. Relations between a high-

degree vertex and its neighbourhood can be more important to

capture than relations between a lower-degree vertex and its neigh-

bourhood. Thus, the initial weight is set as the degree of the rooted

vertex on each random walk. For subsequent edges, the weight

decreases with increasing distance to 𝑣𝑖 as shown in Algorithm 3.

Algorithm 3 BuildWeightedGraph

Input: 𝑣𝑖 , 𝑅(𝑣𝑖 )𝑛,𝐺𝑤

1: for all 𝑣𝑘
𝑖
∈ 𝑅(𝑣𝑖 )𝑛 do

2: if weight assignment is skewed then
3: 𝐺𝑤 [𝑣𝑖 ] [𝑣𝑘𝑖 ] + = 𝑑 (𝑣𝑖 ) − 𝑘×

𝑑 (𝑣𝑖 )
𝑁𝑆𝑇𝐸𝑃𝑆

4: else
5: 𝐺𝑤 [𝑣𝑖 ] [𝑣𝑘𝑖 ] + = 𝑁𝑆𝑇𝐸𝑃𝑆 − 𝑘
6: end if
7: end for

The skewed weight assignment can be useful when ordering

the graphs whose degree distribution exhibits significant skewness

in order to capture high locality pages with hub graph objects.

Otherwise, a linearly decreasing weight assignment can be used.

3.2 Vertex Ordering
GAL uses 𝐺𝑤 to compute the “closeness” of vertices in 𝑉 ∈ 𝐺
and obtain an ordered vertex set 𝑉𝑜 . It does this by considering

the vertices that are already in 𝑉𝑜 focusing on the more recent 𝑝

insertions where 𝑝 is the size of a window it maintains over 𝑉𝑜 –

this is denoted as𝑉
𝑝
𝑜 . The next vertex in𝑉 \𝑉𝑜 to be added to𝑉𝑜 is

the one that is closest to those currently in 𝑉
𝑝
𝑜 .

Closeness of a vertex 𝑣𝑖 to the vertices in𝑉
𝑝
𝑜 (𝐶𝐿(𝑣𝑖 ,𝑉 𝑝

𝑜 )) is based
on the edge weights and is computed by Equation 3 and has two

components: edge weight score 𝑒𝑠 and common neighbour score

𝑛𝑠 .

𝐶𝐿(𝑣𝑖 ,𝑉 𝑝
𝑜 ) = 𝑒𝑠 (𝑣𝑖 ,𝑉

𝑝
𝑜 ) × 𝑛𝑠 (𝑣𝑖 ,𝑉

𝑝
𝑜 ) (3)

Edgeweight score 𝑒𝑠 (𝑣𝑖 ,𝑉 𝑝
𝑜 ) is the sum of the edge weights between

𝑣𝑖 and the vertices in 𝑉
𝑝
𝑜 , 𝑒𝑤 (𝑣𝑖 , 𝑣 𝑗 ):

𝑒𝑠 (𝑣𝑖 ,𝑉 𝑝
𝑜 ) =

∑︁
𝑣𝑗 ∈𝑉 𝑝

𝑜

𝑒𝑤 (𝑣𝑖 , 𝑣 𝑗 ) (4)

The common neighbour score 𝑛𝑠 is the number of neighbour ver-

tices of 𝑣𝑖 in 𝑉
𝑝
𝑜 :

𝑛𝑠 (𝑣𝑖 ,𝑉 𝑝
𝑜 ) = |𝑁 (𝑣𝑖 ) ∩𝑉

𝑝
𝑜 |. (5)

4



GAL starts by computing the weight of each vertex as the sum of

the weights of its incident edges in 𝐺𝑤 (Algorithm 4) . That is the

first vertex inserted into 𝑉𝑜 – the first vertex in the order. This is

followed by finding the “closest” vertices to those already ordered

using the method described above. Naturally, it is not desirable to

compute 𝐶𝐿(𝑣𝑖 ,𝑉 𝑝
𝑜 ) on the entire graph; therefore, a candidate list

is generated for the vertices that should be considered for the next

ordering. The candidate list consists of the neighbour vertices of

those in 𝑉
𝑝
𝑜 that are not already in 𝑉𝑜 : 𝑉

𝑝
𝑐 =

⋃
𝑁 (𝑉 𝑝

𝑜 ) \𝑉𝑜 .

Algorithm 4 VertexOrdering

Input: 𝐺𝑤 , 𝑝

Output: 𝑉𝑜
1: 𝑉𝑜 = {}
2: 𝑉

𝑝
𝑜 = {}

3: 𝑣𝑖 ← the vertex with the highest sum of the weights of its

incident edges in 𝐺𝑤 .

4: 𝑉𝑜 ← 𝑉𝑜 ∪ {𝑣𝑖 } ⊲ insert 𝑣𝑖 in 𝑉𝑜
5: 𝑉

𝑝
𝑜 = 𝑉

𝑝
𝑜 ∪ {𝑣𝑖 }

6: 𝑉 ← 𝑉 \ {𝑣𝑖 } ⊲ remove 𝑣𝑖 from 𝑉

7: while 𝑉 is not empty do
8: 𝑉

𝑝
𝑐 ←

⋃
𝑁 (𝑉 𝑝

𝑜 ) \𝑉𝑜
9: if 𝑉 𝑝

𝑐 is not empty then
10: for all 𝑣𝑛 ∈ 𝑉 𝑝

𝑐 do
11: Calculate 𝐶𝐿(𝑣𝑛,𝑉 𝑝

𝑜 )
12: end for
13: 𝑣𝑛𝑒𝑥𝑡 ← 𝑣𝑛 with the maximum 𝐶𝐿(𝑣𝑛,𝑉 𝑝

𝑜 )
14: 𝑉𝑜 ← 𝑉𝑛𝑒𝑥𝑡 ∪ {𝑣𝑖 } ⊲ insert 𝑣𝑛𝑒𝑥𝑡 in 𝑉𝑜
15: 𝑉 ← 𝑉 \ {𝑣𝑛𝑒𝑥𝑡 } ⊲ remove 𝑣𝑛𝑒𝑥𝑡 from 𝑉

16: if |𝑉 𝑝
𝑜 | = 𝑝 then

17: 𝑉
𝑝
𝑜 ← 𝑉

𝑝
𝑜 \𝑉

𝑝
𝑜 [0]

18: end if
19: 𝑉

𝑝
𝑜 ← 𝑉

𝑝
𝑜 ∪ {𝑣𝑛𝑒𝑥𝑡 } ⊲ insert 𝑣𝑛𝑒𝑥𝑡 in 𝑉

𝑝
𝑜

20: end if
21: end while

4 EXPERIMENTAL EVALUATION
This section describes the test environment, datasets and evaluation

metrics used in the experiments.

4.1 Setup
The graph datasets are serialized into disk pages using Compact

Sparse Row (CSR) format. CSR Offsets array has |𝑉 | entries and
each entry determines the alignment of the corresponding vertex’s

neighbourhood in the Edges array which is split into edge pages.

Vertices are stored in the Vertices array which is split into vertex

pages. When a query starts with a source vertex, its neighbouring

vertices are found by following the offsets in the Edges array, and

depending on the application, destination vertices’ properties are

visited in the Vertices array. We follow the data layout in [26] where

each vertex page can store 512 vertices and each edge page can

store 1024 edges.

4.2 Datasets
Our datasets are representative of three graph application domains:

social networks, web graphs and road networks. SOC-LJ
2
and

FLICKR
3
are mid-size online social networks where vertices and

edges represent the friends and friendship relations, respectively.

Online social networks are dense graphs with small diameters,

meaning that vertices are reachable within a small number of hops.

CIT-PATENT
4
and AMAZON

5
are web graphs whose vertices and

edges represent web pages and hyperlinks between them, respec-

tively. The average degree of web graphs is slightly smaller than

online social networks, but their diameters are larger. Finally, US-

ROAD
6
is a road network where road intersections and endpoints

are represented by vertices and the roads connecting them are rep-

resented by undirected edges. Road networks are grid-type graphs

where the average degree is very small, however the diameter is

large.

4.3 Ordering Algorithms
We compare GAL with uniform random walk and GAL-BW with

biased random walk against some of the ordering techniques given

in Section 2: RCM, DBG and GO.
We also test the performance for the default layout (DEF) of

the input graphs. Default layout refers to the order that vertices

appear in the original input file. The ordering quality of the default

layout is not always well-defined in the data source [32]. The default

layouts of the input graphs have highly variable performance in

practice, because some of the input files have already been ordered

considering the graph topology, although the ordering techniques

have not been mentioned. To show the impact of ordering, we

shuffle the order of vertices in the input graphs and present its

evaluation as SHUFF layout.

4.4 Evaluation Metrics
Weevaluate GAL’s ordering quality bywidely-used andwell-known

locality metrics: conductance, cohesiveness, neighbourhood over-

lap, and gap distance. Graph objects in a cluster should display

strong similarity among themselves. We use the terms “clusters”

and “pages” interchangeably in the rest of the section.

The conductance metric is widely-used to evaluate the cluster-

ing quality and measures how well a page (𝑃𝑖 ) is separated from the

rest of the graph [5, 12, 18, 31]. The conductance of a page 𝜙 (𝑃𝑖 )
measures the ratio of inter-page edges to all the edges in 𝑃𝑖 : lower

conductance, which represents fewer number of inter-cluster edges,

is better.

Awell-identified community’smembers are expected to be closely

connected to each other, so that it should be hard to split it into

disconnected components. This internal structure of a page can

be termed as the cohesiveness (𝜓 (𝑃𝑖 )) and characterized by its

density, which is the fraction of the edges (out of all possible edges)

that appear between a pair of vertices in a page [18, 37].

2
http://konect.cc/networks/soc-LiveJournal1/

3
http://konect.cc/networks/flickr-growth/

4
http://konect.cc/networks/patentcite/

5
https://snap.stanford.edu/data/amazon0601.html

6
https://networkrepository.com/road-road-usa.php
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To evaluate the contribution of each page in the ordering quality

of the graph, the average conductance over all the cuts of the graph
and the average cohesiveness of all 𝑘 pages in the graph are used:

𝜙 (𝐺) = 𝑎𝑣𝑔(𝜙 (𝑃𝑖 )), 1 ≤ 𝑖 ≤ 𝑘 and𝜓 (𝐺) = 𝑎𝑣𝑔(𝜓 (𝑃𝑖 )), 1 ≤ 𝑖 ≤ 𝑘 .
Another metric that has been used in the literature is neigh-

bourhood overlap that measures goodness of clustering based

on the strength of the relationship between vertices in a cluster or

page. Granovetter [13] first proposed the strength to be measured

by the relative overlap of the neighbourhoods of two vertices in

the graph. Two vertices are similar when they have many common

neighbours. Based on this, neighbourhood overlap of vertices 𝑢 and

𝑣 (𝑛𝑜 (𝑢, 𝑣)) is defined as the ratio of their common neighbours to

the total number of neighbours [25]. The edge (𝑢, 𝑣) is identified as
strong if 𝑛𝑜 (𝑢, 𝑣) is high. Based on this, the neighbourhood overlap

of a page 𝑛𝑜 (𝑃𝑖 ) is defined as the average of all the 𝑛𝑜 (𝑢, 𝑣) for all
pairs of vertices 𝑢, 𝑣 ∈ 𝑃𝑖 . A page with a higher 𝑛𝑜 (𝑃𝑖 ) is a better
cluster since that means vertices in 𝑃𝑖 have more common neigh-

bours. Finally, the neighbourhood overlap value of a graph, 𝑛𝑜 (𝐺)
is defined as the average of 𝑛𝑜 (𝐶𝑖 ) for all identified clusters in 𝐺 :

𝑛𝑜 (𝐺) = 𝑎𝑣𝑔(𝑛𝑜 (𝑃𝑖 )), 1 ≤ 𝑖 ≤ 𝑘
The last metric we introduce is gap distance [10, 28], that rep-

resents the difference in vertex identifier values of vertices that are

immediate neighbours in the graph. Given an ordering over 𝑉 (𝐺),
the gap distance is defined on each edge; given two neighbour ver-

tices 𝑢 and 𝑣 , 𝑔𝑎𝑝 (𝑢, 𝑣) is the absolute difference of their identifiers.
When graph serialization is performed with the objective of min-

imizing the gap distance, vertices with smaller gap distance are

considered to better maintain the locality of vertices. Gap distance

of a graph is defined as the average of 𝑔𝑎𝑝 (𝑢, 𝑣) of all edges (𝑢, 𝑣)
in graph 𝐺 .

𝑔𝑎𝑝 (𝑢, 𝑣) is defined on the incident edge of two neighbouring

vertices 𝑢 and 𝑣 , and is the absolute difference of their identifiers

(recall that ordering schemes change the vertex identifiers, so these

are semantically significant). Since it is defined on the existing

edges in the pages, and it may hide the information about the

pages where vertices without neighbouring relation are collocated.

Since we are evaluating the collocation quality of vertices in the

pages, we slightly modify gap distance and introduce page gap
distance between vertices,𝑔𝑎𝑝𝑝 (𝑢, 𝑣) to better represent the impact

of distance between vertices on the performance: 𝑔𝑎𝑝𝑝 (𝑢, 𝑣) =

|𝑖 − 𝑗 |, 𝑢 ∈ 𝐶𝑖 , 𝑣 ∈ 𝐶 𝑗 , 1 ≤ 𝑖 ≤ 𝑗 ≤ 𝑘 .
Then page gap distance of a graph, 𝑔𝑎𝑝𝑝 (𝐺) is the average page

gap distance of all edges (𝑢, 𝑣) in graph 𝐺 :

𝑔𝑎𝑝𝑝 (𝐺) =
1

|𝐸 (𝐺) |
∑︁

(𝑢,𝑣) ∈𝐸 (𝐺 )
𝑔𝑎𝑝𝑝 (𝑢, 𝑣) (6)

𝑔𝑎𝑝𝑝 (𝐺) is not only promoted by the well-clustered pages as

𝑔𝑎𝑝 (𝐺) is, but also demoted by the pages which consist of vertices

whose neighbours are scattered throughout the other pages.

4.5 Ordering Quality Evaluation Results
This section presents the results for ordering quality improvement

achieved by different layout generation approaches. Figure 2 shows

the ordering quality evaluation metrics of cohesiveness (𝜙 (𝐺)),

conductance (𝜓 (𝐺)), page gap distance (𝑔𝑎𝑝𝑝 (𝐺)) and neigh-
bourhood overlap (𝑛𝑜 (𝐺)) results for the input graphs serialized
by different algorithms.

The results show that ordering input graphs has an important

positive impact relative to their default and shuffed layouts. As

noted earlier the ordering quality of the default layout is not always

well-defined in the data source [32]. The input files may already

have some order, so the resulting default layout may reflect that;

hence the default layout performance can vary highly.

A good cluster is usually identified in the literature as having low

conductance and high cohesiveness. When calculating conductance,

we exclude pages that contain vertices that have no incoming or no

outgoing edges. Since lower conductance indicates better perfor-

mance, this exclusion prevents such pages from artificially lowering

the average conductance and distorting the results. Figures 2a and

2b show that GAL significantly reduces the inter-cluster depen-

dency in all of the input graphs and has the highest cohesiveness

and therefore increases the intra-cluster connectivity in all of the

input graphs. GO has the second-best ordering quality in terms

of these metrics, and its performance is close to GAL, especially

in conductance when the input graph is very skewed. GAL-BW

collocates the high-degree vertices that are a few hops of each other

and tries to increase the ordering quality of these pages. However,

it sacrifices low-degree vertices and their neighbourhoods more

than GAL, and this situation reduces the overall quality in averages

of the metrics. This property of GAL-BW is useful when graph

serialization layout is targeted for processing hub graph objects. As

DBG preserves the default layout while grouping vertices based on

their degrees, its performance follows the default layout.

Smaller gap distance represents assigning closer vertex identi-

fiers to the neighbouring vertices. RCM is explicitly designed to

minimize the maximum distance between non-zero entries in rows

(bandwidth) of a sparse matrix. This directly helps to decrease the

gap distance that measures the average (page) distance between

neighbours in a given vertex ordering. This leads to improved data

locality, which is particularly beneficial in sparse graphs where

most vertices have few neighbours, such as US-ROAD. In such

cases, Figure 2c shows that RCM significantly reduces the distance

between connected vertices and improves performance for gap

distance metrics, although it performs less effectively for other eval-

uation criteria. In contrast, GAL demonstrates strong and consistent

performance across different graph types. For example, GAL out-

performs all other techniques in the AMAZON graph and matches

RCM’s performance in CIT-PATENT. GAL also outperforms GO

in the US-ROAD network by considering deeper levels of neigh-

bourhood structure, which is advantageous in graphs with high

diameters like US-ROAD. GAL-BW (bandwidth-focused variant of

GAL) performs closer to the default layout in some cases due to its

biased random walks revisiting vertices and missing low-degree

nodes. However, GAL overall shows that it is more adaptive. Its

ability to leverage structural depth makes it a robust choice for

improving vertex ordering across a range of graph topologies.

Higher neighbourhood overlap represents better collocation of

vertices with their neighbourhood within a page. Figure 2d shows

that GAL outperforms others in neighbourhood overlap for all

input graphs except FLICKR. Although GAL can perform better

in SOC-LJ and it has a very competitive performance, GO has the
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(c) Average Page Gap Distance: 𝑔𝑎𝑝𝑝 (𝐺 ) (lower is better)
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(d) Average Neighbourhood Overlap: 𝑛𝑜 (𝐺 ) (higher is better)

Figure 2: Comparison of ordering algorithms according to locality metrics.

best performance in neighbourhood overlap when the input graph

has many closed triangles, such as FLICKR. This is expected as

GO’s objective function tries to maximize the number of common

neighbours that form the closed triangles. When GAL sacrificing

the lower degree vertices, it decreases the number of common

neighbours of low degree vertices in a page. In web graphs and

road networks, the average degree is lower, therefore, this situation

rarely happens.

5 CONCLUSION
In this work, we study the irregular access pattern of graphs that

comes from the structural properties. We propose a serialization

algorithm, GAL, that considers the graph topology and the roles

vertices play in this topology. GAL uses this information in the place-

ment decisions, looking beyond the immediate successor of a vertex

in the access sequence. We evaluate GAL with respect to existing or-

dering algorithms using well-known clustering quality/ordering lo-

cality metrics such as conductance, coheseiveness, neighbourhood

overlap and gap distance. The results show that GAL outperforms

the existing algorithms in most cases while demonstrating that

overall GAL is more adaptive than its competitors. GAL’s ability to

leverage structural depth makes it a robust choice for improving

vertex ordering across a range of graph topologies.
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