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ABSTRACT
Graph-based Retrieval-Augmented Generation (Graph-RAG) has

been proven to be effective in enhancing the performance of large

language models (LLMs) by incorporating structured knowledge

retrieval. Among various Graph-RAG designs, Tree-Organized RAG

methods have shown particularly promising results due to their

ability to organize and retrieve relevant context efficiently. How-

ever, these tree-based methods often face scalability challenges

when applied to large-text datasets, resulting in high computa-

tional costs during graph construction phase and suboptimal query

performance. To address these limitations, we propose a novel un-

derlying architecture that utilizes randomprojection-based Locality-

Sensitive Hashing (LSH) to enhance both the efficiency and scala-

bility of Tree-Organized RAG systems. By exploiting LSH to guide

data partitioning and node insertion in a multi-phased graph con-

struction fashion, our method significantly accelerates graph con-

struction and improves the accuracy and speed of query retrieval in

large-text settings. Experimental results demonstrate that our LSH-

enhanced multi-phased RAG system maintains the advantages of

hierarchical organization while offering substantial improvements

in both construction time and query effectiveness on large-scale

datasets.
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1 INTRODUCTION
The rapid development of Large Language Models (LLMs) like

GPT-4 [1], Gemini [33], Qwen [39], and LLaMA [34] has revolu-

tionized natural language processing, achieving state-of-the-art

performance in many tasks [26, 45, 47]. However, despite their

scalability and generalization, LLMs face challenges in handling

domain-specific questions, multi-hop reasoning, and deep contex-

tual understanding [12, 50], often producing weak or incorrect

answers and suffering from hallucinations [19, 20, 42], where fab-

ricated or misleading information is produced due to the lack of

domain-aligned or real-time knowledge in the model’s pretraining

corpus. While fine-tuning LLMs with domain-specific data [43] can

help, it often incurs high costs and offers limited improvements,

especially in specialized domains with few resources [2, 13].

To overcome these challenges, Retrieval-Augmented Generation

(RAG) [6, 11, 24, 37, 38, 44] has emerged as a promising paradigm

that augments LLMs with external knowledge sources, thereby

improving factual accuracy, interpreting ability, and trustworthi-

ness [23, 27, 48, 49, 51]. RAG methods typically extract pertinent

information from external text corpora, relational datasets, or graph

structures to assist in question-answering tasks. Recent RAG ap-

proaches have increasingly explored graph structured knowledge as

external memory, leading to the development of graph-based RAG

methods. These methods capture complex relationships among enti-

ties and support more structured, multi-hop retrieval [15–17, 29, 46].

More recently, tree-based RAG variants have gained attention for

their hierarchical representation and efficient top-down traversal

strategies, achieving promising results in multi-hop QA and long-

context reasoning tasks [8, 18, 40].

Nevertheless, graph-based RAG methods face critical scalabil-

ity issues when deployed on large-scale datasets. Specifically, the

construction of large tree graphs often encounters failures due

to memory and time limitations arising from information redun-

dancy, which also significantly impacts query accuracy. [7, 52]. To

address these limitations, we propose a novel framework that inte-

grates Locality-Sensitive Hashing (LSH) [22] with tree-based RAG

in a multi-phased construction fashion, enabling efficient and scal-

able retrieval in massive data regimes. Our method leverages LSH

to perform approximate similarity search, effectively pruning the
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candidate space before hierarchical tree traversal. This design sig-

nificantly boosts retrieval efficiency while maintaining high answer

accuracy.

In summary, our contributions are as follows:

• We identify and analyze the limitations of current LLMs in han-

dling domain-specific and multi-hop questions.

• We propose a novel LSH-enhanced tree-based RAG architecture

in a multi-phased construction fashion to support light-weighted

graph construction and reduce time consumption due to infor-

mation redundancy.

• We conduct extensive experiments across multiple domains and

QA benchmarks in both specific and abstract styles, demonstrat-

ing the superior scalability and accuracy of ourmethod compared

to existing Graph-RAG systems.

2 RELATEDWORK
In this section, we introduce some related works of RAG and Graph-

RAG, along with the introduction to Tree-Organized Retrieval.

2.1 Graph Retrieval Augmented Generation
When faced with domain-specific queries or multi-hop queries,

current LLMs may generate a weak or meaningless and non-factual

responses, i.e., hallucinations [19, 20]. To mitigate this problem,

Retrieval-Augmented Generation (RAG) [6, 11, 38] has emerged

as a powerful framework for enhancing the factual accuracy and

grounding capabilities of LLMs which combines a retriever that

fetches relevant documents from an external corpus with a LLM that

uses them to produce more accurate and informed responses(i.e.,

Vanilla RAG).

In contrast, Graph-RAG [16] introduces a structured, offline

pre-processing stage that transforms the raw corpus into a graph

or hierarchical structure, enabling more efficient and accurate re-

trieval during the generation phase [46]. By encoding semantic

relationships between documents, passages, or entities ahead of

time, GraphRAG reduces redundancy and improves the contextual

coherence of retrieved results. This offline organization significantly

accelerates retrieval at inference time and enhances the relevance

of the supporting evidence, leading to improved response quality

for the LLM compared to traditional RAG [15].

2.2 Tree-Organized Graph Retrieval
Tree-Organized graph retrieval [7] is a novel approach in retrieval-

augmented generation that organizes knowledge or documents into

a hierarchical tree or tree-like structure, enabling faster and more

semantically meaningful retrieval in large-scale systems.

Instead of treating knowledge as a flat graph (like traditional

Graph-RAG), tree-based methods leverage semantic hierarchies,

grouping related nodes under shared "topics" or "supernodes", al-

lowing for logarithmic-time access paths and multi-resolution rea-

soning. Recent research has introduced significant variants of tree-

structured RAG, including hierarchical organization trees [3, 7],

hierarchical entity trees [25], Monte Carlo Tree Search (MCTS)

frameworks [8, 18], and other tree-based structures [31]. These ap-

proaches have demonstrated notable improvements in both query

accuracy and the efficiency of graph construction. Furthermore,

recent evaluations of Graph-RAG systems have highlighted the

Figure 1: Basic GraphRAG workflow.

benefits of Tree-Organized graph retrieval methods [52], but due

to applications of Gaussian Mixture Models (GMMs), large-scaled

datasets face the problem of extension or failure of the graph build-

ing stage.

3 PRELIMINARIES
In this section, we offer basic introduction to the usual workflow

of Graph-RAG systems and concepts of locality-sensitive hashing

(LSH).

3.1 GraphRAG workflow
Graph-RAG systems enhance language model outputs by incorpo-

rating external knowledge through a three-stage workflow: graph

building, index construction, and retrieval based generation [52].

As shown in figure 1, in the offline stage, documents are encoded

into dense vector representations and optionally structured into

a semantic graph structure to reflect relationships such as topical

similarity. The second stage constructs an efficient index to support

fast retrieval of relevant content. Finally, in the online stage, the

system retrieves the top-matching documents based on the query

and feeds, allowing the generative model to produce more informed,

contextually grounded responses [16].

3.2 Locality-Sensitive Hashing
Locality Sensitive Hashing (LSH) is a well-established technique

for efficient similarity search in high-dimensional space [22]. It

provides a probabilistic method for hashing input vectors such that

similar vectors are mapped to the same or nearby buckets with high

probability. As can be seen in figure 2, unlike traditional hash func-

tions, the hashing process of LSH intends to maximize the collision

of similar vectors to form clusters. LSH accelerates similarity search

by hashing high-dimensional vectors into buckets using functions

that ensure similar vectors are likely to collide, allowing approx-

imate nearest neighbors to be found efficiently from a reduced

candidate set. In RAG systems, LSH is usually employed to quickly

retrieve semantically relevant documents from a large corpus given

an input query embedding [21]. Compared to exhaustive similarity

search or exact nearest neighbors (e.g., via FAISS [4] or brute-force

dot product), LSH offers a faster alternative with lower memory and

compute requirements, making it attractive for latency-sensitive

applications such as real-time QA or chatbot systems.
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Figure 2: Comparison of LSH hashing process and regular
hash functions.

4 PIPELINE
Building on the idea that LSH can not only be applied in the retriev-

ing stage but can also be utilized in graph building, our method

uses a novel hyperplane-based LSH method to construct a layer-

based tree building pipeline. In this section we will break down our

pipeline and introduce component by component.

4.1 LSH with Random Projections
To address the problems proposed above, a novel method of ran-
domprojection-based LSH is proposed, which is not only efficient

but also well-suited to clustering embeddings generated for chunk

similarity matching. This approach maintains the inherent com-

putational advantages of LSH while offering a more robust and

interpretable clustering process.

Hyperplane Construction. The key idea behind our approach

is to project high-dimensional vectors onto a set of random hy-

perplanes. These hyperplanes serve as decision boundaries that

allow us to categorize vectors based on their orientation relative

to these planes. The external corpus is first chopped up into equal

sized chunks and transformed into normalized high dimensional

vectors, denoted by 𝑣𝑖 ∈ R𝑑 . Let {ℎ1, ℎ2, ..., ℎ𝑘 } denote a set of 𝑘
randomly generated hyperplanes, each represented as a vector in

the same dimensional space. The hash function for a given vector 𝑣

is computed as follows:

hash(𝑣) = [sign(𝑣 · ℎ1), sign(𝑣 · ℎ2), ..., sign(𝑣 · ℎ𝑘 )]

Here, each projection 𝑣 · ℎ𝑖 corresponds to the inner product:

𝑣 · ℎ𝑖 =
𝑑∑︁
𝑗=1

𝑣 𝑗 · ℎ𝑖, 𝑗

which determines the side of the hyperplane ℎ𝑖 on which the vector

𝑣 lies. If the dot product is positive, the vector lies on one side of the

hyperplane. Otherwise, it lies on the opposite side. This produces a

binary value for each projection: 1 for positive and 0 for negative.

The resulting binary vector is concatenated to form a 𝑘-bit hash

code. In our method, the dimensionality of the hash codes corre-

sponds to the dimensionality of the chunk embeddings, with each

hyperplane contributing a single bit to the resulting hash code.

Similarity and Bucket Assignment. Once hash codes are gener-

ated, bucket assignment is performed by comparing the hash codes

using Hamming distance[28], a common metric for binary vectors.

Given two hash codes ℎ(𝑣1) and ℎ(𝑣2), the Hamming distance is

defined as:

Ham(ℎ(𝑣1), ℎ(𝑣2)) =
𝑘∑︁
𝑖=1

I[ℎ𝑖 (𝑣1) ≠ ℎ𝑖 (𝑣2)]

where I is the indicator function. A smaller Hamming distance im-

plies higher similarity between the original corpus chunks, guiding

the clustering process and facilitating efficient retrieval. As can be

seen in Figure 3, this technique effectively preserves local semantic

similarity while enabling scalable hashing for high-dimensional

inputs.

Theoretical Analysis. Given prior analysis, we now provide an

analysis of the correctness of our approach of LSH using random

projections. Let 𝑣1, 𝑣2 ∈ R𝑑 be two normalized vectors, the angular

distance between the two vectors is given by 𝜃 , which is the an-

gle between them in the high-dimensional space. Then the cosine

similarity between these vectors is then defined as:

sim(𝑣1, 𝑣2) = cos(𝜃 )

where cos(𝜃 ) represents the cosine of the angle 𝜃 between the

vectors. This measure is a key component in determining how

similar the two vectors are: the closer cos(𝜃 ) is to 1, the more

similar the vectors are. Then consider a random hyperplane ℎ that

is sampled from a distribution which satisfies the properties of LSH.

The hyperplane acts as a decision boundary that will divide the

space into two halves.

Given the above definitions, we now present the following theo-

rem that quantifies the probability of a collision between the two

vectors 𝑣1 and 𝑣2.

Theorem 4.1. Given two normalized vectors 𝑣1, 𝑣2 ∈ R𝑑 and a
random hyperplane ℎ, the probability 𝑃 (ℎ(𝑣1) = ℎ(𝑣2)) that both
vectors 𝑣1 and 𝑣2 are on the same side of hyperplane ℎ increases as
their angular distance 𝜃 decreases. The probability is given as follows:

𝑃 (ℎ(𝑣1) = ℎ(𝑣2)) =
1 + cos(𝜃 )

2

This theorem provides a key insight into how the method of

random projection-based LSH ensures that similar vectors are more

likely to collide (i.e., be mapped to the same bucket). The probability

that two vectors lie on the same side of the proposed hyperplane

is directly related to the cosine similarity between the vectors.

According to the method, whether the vectors are on the same

side of the hyperplane is reflected in the corresponding bits of

their hash codes. Therefore, across a set of 𝑛 hyperplanes, the

greater the number of hyperplanes on which the vectors fall on

the same side, the smaller their Hamming distance will be. This,

in turn, increases the likelihood that they will be hashed into the

same bucket. In conclusion, this demonstrates that the greater the

similarity between the vectors, the higher the probability they will

be assigned to the same bucket, thereby validating the correctness

of the random projection-based LSH approach.
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Figure 3: Overview of our method.

4.2 Multi-phased Graph Construction
Utilizing the proposed random projection LSH method, the multi-

phased graph construction is carried out in the following order.

Bucket Rearranging and Grouping. Once the hash codes have

been computed, the vectors are assigned to buckets according to

their Hamming distance. While this step groups similar vectors

together, the distribution of vectors across buckets is often imbal-

anced. Some buckets may contain a large number of vectors, while

others may have very few.

To address this issue, we employ a post-processing step that

ensures the final clusters meet predefined size constraints. Let 𝐵𝑖
denote the 𝑖-th bucket, and |𝐵𝑖 | its size. Let 𝑠min and 𝑠max represent

the lower and upper bounds of acceptable cluster sizes. Then each

bucket is evaluated based on the condition:

𝑠min ≤ |𝐵𝑖 | ≤ 𝑠max

Buckets not satisfying this condition are processed accordingly:

• Splitting overly large buckets: If |𝐵𝑖 | > 𝑠max, the bucket is

split into smaller clusters, typically using a secondary clustering

strategy or random partitioning.

• Merging small buckets: If |𝐵𝑖 | < 𝑠min, it is merged with its most

similar neighboring bucket 𝐵 𝑗 , minimizing Hamming distance

Ham(𝐵𝑖 , 𝐵 𝑗 ).
• Enforcing cluster size constraints: After merging or splitting,

each final cluster 𝐶𝑘 satisfies:

I [𝑠min ≤ |𝐶𝑘 | ≤ 𝑠max] = 1

This post-processing step is critical for balancing the trade-off

between maintaining the advantages of LSH (e.g., speed and locality

preservation) and ensuring that the resulting clusters are both

meaningful and appropriately sized for downstream tasks.

Multi-phased construction and parallel retrieving. Once the

grouping phase has been completed, the process transitions into

the summarization phase, where a LLM is employed to distill the

essential content of each chunk group, thereby generating a new

set of summarized chunks. These newly created chunks serve as

a refined abstraction of the original content, capturing the core

elements while reducing redundancy. The resulting layer of sum-

marized chunks is then subjected to the graph-building phase once

again. This iterative process continues until the top-level summary

layer reaches a sufficient level of condensation, ensuring that the

information retained is both relevant and contextually rich.

This multi-layered approach culminates in a tree structure, with

the base layer corresponding to the original corpus chunks and each

subsequent layer representing a progressively more condensed and

concentrated aggregation of information. As the tree structure as-

cends, the nodes represent higher-level abstractions, each retaining

the essential content of its predecessors while omitting unnecessary

details.

In the retrieval stage, the system leverages an optimizer to per-

form an efficient top-k search across all phases of the graph con-

struction. This search process allows the model to retrieve the most

relevant information from each layer of the hierarchical graph

structure, selecting the top-k results that best match the query’s

context. By utilizing the multi-phased graph construction, the re-

trieval system can dynamically access information at various levels

of abstraction, ensuring that the retrieved content is both accu-

rate and contextually aligned with the query’s requirements. This

approach significantly enhances the scalability and effectiveness
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of the retrieval process, particularly for large-scale datasets with

complex hierarchical structures.

Complexity analysis. The multi-phased graph construction pro-

cess proceeds hierarchically, where each layer of the graph is built

by clustering the chunks from the previous layer. The process stops

under two conditions: (1) when the maximum number of layers 𝐿

has been reached, or (2) when the number of chunks in the current

layer drops below a predefined minimum threshold, 𝑛min. Through

the setting of bucket merging and splitting process, at each layer

the number of chunks is reduced by at least 𝑘 . Assign the initial

number of chunks to be𝑛𝑐 .

For the first grouping stage, the clustering operation involves

𝑛𝑐 chunks and has a time complexity of 𝑂 (𝑛𝑐 · 𝑑), where 𝑑 is the

dimensionality of each chunk. At each subsequent layer 𝑙 , the num-

ber of chunks is reduced to approximately
𝑛𝑐
𝑘𝑙
, and the clustering

operation at layer 𝑙 takes 𝑂

(
𝑛𝑐
𝑘𝑙

· 𝑑
)
. The total time complexity

across all layers can be expressed as the sum of the complexities at

each layer:

𝑇
total

= 𝑂 (𝑛𝑐 · 𝑑) +𝑂
(𝑛𝑐
𝑘

· 𝑑
)
+𝑂

(𝑛𝑐
𝑘2

· 𝑑
)
+ · · ·

This sum forms a geometric series, which can be approximated as:

𝑇
total

= 𝑂

(
𝑛𝑐 · 𝑑 · 𝑘𝐿

𝑘 − 1

)
Thus, the time complexity of the graph construction process is

𝑂

(
𝑛𝑐 · 𝑑 · 𝑘𝐿

𝑘−1

)
in worst case, which scales with the initial num-

ber of chunks and the maximum number of layers. In the cases

where the number of chunks falls below 𝑛min before reaching the

maximum number of layers, the process stops even earlier.

4.3 Advantages of the Proposed Approach
The proposed hyperplane based LSH clustering method offers sev-

eral compelling advantages, making it a valuable tool for tasks

involving high-dimensional embeddings:

• Semantic Alignment: By leveraging angular similarity through

dot products, this method aligns well with the characteristics of

modern embedding models, such as those based on transformer

architectures, where semantic similarity is often represented by

small angular distances[36].

• Scalability: The hash computation is highly efficient, with a time

complexity of 𝑂 (𝑘𝑑), and the bucket assignment process can be

easily parallelized, allowing for scalability in large datasets.

• Interpretability: The binary hash codes provide an interpretable
way to track and understand the cluster formation process. Each

cluster can be traced back to a specific hash code, enabling trans-

parency in the clustering process.

• Robustness to Size Variability: The ability to split large buck-

ets and merge small ones ensures that the final clusters are bal-

anced and reflect the inherent structure of the data, while still

maintaining efficient grouping.

The proposed multi-phase graph construction and parallel re-

trieval strategy also offers several notable advantages, particularly

in improving retrieval quality, representation granularity, and re-

sponse robustness:

• Hierarchical Abstraction: The system iteratively summarizes

information into a hierarchy, enabling access to both detailed

and abstracted data, which is useful for high-level reasoning and

synthesis tasks.

• Multi-Level Semantic Coverage: By preserving all graph lay-

ers during retrieval, the system allows extraction of both detailed

and summarized information, supporting context-specific and

generalized evidence retrieval in a single query.

• Parallel Retrieval Efficiency: The parallel top-𝑘 retrieval across
layers reduces latency and improves evidence gathering, enhanc-

ing both relevance and factual accuracy in model outputs.

5 EXPERIMENTS
This chapter elaborates the experiments we conducted utilizing our

method and frontier baseline models. Section 5.1 introduces the

setup of the experiments, including dataset and baseline introduc-

tion along with evaluation metrics. The results are then displayed

in section 5.2.

5.1 Experiment Setup
Datasets: To evaluate the efficiency and accuracy of our method,

we employ 4 real-world datasets, including both specific and ab-

stract queries. The following are basic information about the specific

datasets utilized in our work.

• HotpotQA [41] is a large-scale question-answering dataset com-

prising approximately 113,000 Wikipedia-based question-answer

pairs. It is specifically designed to test and enhance multi-hop

reasoning capabilities in natural language processing models,

regarded as one of the most authoritative and tested benchmark

dataset in the field.

• MuSiQue [35] is a dataset designed to advance research in multi-

hop question answering which comprises approximately 25,000

questions that require reasoning across 2 to 4 interconnected

facts to derive an answer, testing ability on handling complex

question structures and connective reasoning.

• MultiHopRag [32] is a dataset specifically designed to evaluate

RAG systems on complex multi-hop queries. It comprises 2,556

queries, each requiring the integration of information from 2

to 4 distinct documents, reflecting real-world scenarios where

answers are not confined to a single source.

• ALCE [10] is the first benchmark for automatically evaluating

citation quality in long-text responses generated by LLMs. It

focuses on realistic, end-to-end question answering tasks that

require both retrieving information and citing relevant sources

accurately.

Aside from the above mentioned specific datasets, we employ a

abstract dataset UltraDomain [30] which comprises tasks with

long context and high-level query on over 20 specialized domains,

requiring higher understanding and summary abilities. We will

employ the domain dataset of computer science, legal and mixed

knowledge. We also employ the abstract summary problems offered

by Multihop-RAG, known as MultihopSum [32].

Baselines: Three graph-based RAG systems are chosen as the base-

line models for our method.
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Table 1: Graph construction time on specific datasets

Methods MultiHop MuSiQue ALCE HotpotQA

Our Method 71.98s 866.93s 2442.82s 1979.32s

GraphRAG 2215.66s 19392.49s 50274.21s 45381.43s

Raptor 945.41s - - -

RaptorBal 103.76s 1061.72s 3203.82s 2918.33s

• GraphRAG [5]: GraphRAG is an innovative approach that en-

hances RAG by integrating structured knowledge graphs, en-

abling more accurate and context-aware retrieval. By modeling

semantic relationships between entities and passages, it supports

multi-hop reasoning and improves the relevance and coherence

of retrieved content, particularly for complex or domain-specific

queries.

• RAPTOR [31]: RAPTOR (Recursive Abstractive Processing for

Tree-Organized Retrieval) is an advanced Tree-Organized RAG

technique developed to enhance the performance of LLMs when

processing extensive and complex documents. RAPTOR employs

a recursive process of embedding, clustering, and summarizing

text chunks to construct a hierarchical tree structure from the

bottom up. Studies have demonstrated that RAPTOR significantly

outperforms traditional retrieval-augmented LLMs, particularly

in tasks requiring complex and multi-step reasoning[52].

• RaptorBalanced [52]: Recent evaluations of RAPTOR shows

that on large-scaled datasets, the Gasussian mixture classifying

method fails to separate the chunk embeddings, so RaptorBal-

anced is introduced.

Evaluation metrics: According to recent work [52], specific QA

tasks will be evaluated with adjusted accuracy and recall, except

for ALCE, which metric will follow existing work [31] using string

recall (STRREC), string exact matching (STREM) and string hit

(STRHIT). For the abstract QA tasks, prior work [5, 14] proposed a

LLM-guided evaluation method, where a LLM evaluator is utilized

to evaluate the performance of twomodels based on comprehensive-

ness, diversity, etc. In this work, the performance will be evaluated

based on comprehensiveness, diversity and empowerment and a

final overall result will be given. The result of the evaluation will

be displayed in a win rate percentage form.

Implementation details: All of our experiments are produced on

NVIDIA A100 80GB GPUs. For clarity and justice, our method and

all baselines will be implemented on the recently proposed unified

GraphRAG framework [52]. Baselines will inherit the parameter

settings proposed in their original paper.

5.2 Results
Three main results are conducted to evaluate our method. Perfor-

mance on specific QA and abstract QA will be tested and compared

with state-of-the-art Graph-RAG systems, where accuracy, recall

and graph building time will be evaluated. Also, a chunk size ex-

periment is conducted to test the robustness of our method against

different chunking method.

Specific QA: The performance of our proposed method is evalu-

ated on four real-world, domain-specific QA datasets that have been

widely adopted in recent research. Given that RAPTOR has been

demonstrated as one of the strongest graph-based RAG systems [52],

Figure 4: Accurcay and recall on specific datasets

and that GraphRAG is among the most established models in this

category, we adopt GraphRAG, RAPTOR, and RaptorBalanced as

baseline methods. The evaluation focuses on both accuracy and

recall, as shown in Figure 4, while the corresponding graph con-

struction times are summarized in Table 1.

Across all four benchmark datasets, our method achieves consis-

tent and substantial improvements over both RaptorBalanced and

GraphRAG. Notably, RAPTOR fails to complete graph construction

on certain datasets due to instability in its Gaussian Mixture-based

clustering component, and is thus only evaluated on the MultiHo-

pRAG dataset.

In the Musique dataset, our method achieves absolute gains of

approximately 5% in both accuracy and recall over RaptorBalanced,

while also significantly reducing graph construction time compared

to RAPTOR and GraphRAG, respectively. For the HotpotQA dataset,

although the performance gap is narrower, our method still leads

in both metrics, highlighting its robustness in multi-hop reasoning.

On the MultiHopRAG dataset, while our recall is slightly lower

than that of GraphRAG, our model achieves the highest accuracy

at 64.34%, indicating better answer precision. The most significant

improvement is observed on the ALCE dataset, where our model

surpasses RaptorBalanced by over 6 percentage points in structural

recall (STRREC) and more than 1 percentage point in structural

exact match (STREM), reflecting stronger capacity in retrieving

semantically and structurally relevant evidence. These results sug-

gest that our multilayered graph construction strategy effectively

generates more informative and structured graphs for downstream

retrieval and generation.

In addition to retrieval effectiveness, ourmethod exhibitsmarkedly

superior graph construction efficiency across all datasets. This is

attributed to the hyperplane-based LSH mechanism, which enables

both faster and more scalable graph construction. The alignment of

improved accuracy and reduced offline preprocessing time further

demonstrates the robustness and practicality of our approach.

Collectively, these results provide strong empirical evidence for

the effectiveness and efficiency of our model in diverse domain-

specificQA scenarios. The consistent outperformance across datasets
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Table 2: Abstract QA result on our method vs. GraphRAG

Dataset Comprehensive Diversity Empower Overall

Mix 56% 52% 49% 51%

CS 53% 58% 48% 55%

legal 33% 54% 42% 42%

MultiSum 56% 42% 55% 52%

Table 3: Abstract QA result on our method vs. RAPTOR

Dataset Comprehensive Diversity Empower Overall

Mix 67% 62% 47% 54%

CS 52% 48% 41% 46%

legal 58% 42% 61% 52%

MultiSum 51% 57% 53% 53%

and metrics affirms the superiority of our method in balancing re-

trieval quality with offline construction cost, positioning it as a

more reliable and scalable alternative to existing graph-based RAG

frameworks.

Abstract QA: In this section we evaluate the performance of our

method, GraphRAG and RAPTOR on abstract QA datasets, the re-

sults are displayed in Table 2 and Table 3 in the form of head to head

win rates. The win rate of our model against the corresponding

baseline is displayed. Based on the experimental results, our pro-

posed method demonstrates clear superiority over both GraphRAG

and RAPTOR in handliing Abstract Queries across multiple datasets.

When comparing our method to GraphRAG, we observe consis-

tently higher performance in key metrics such as comprehensive-

ness, diversity, and empowerment. In particular, our method shows

marked improvements in the "CS" and "Legal" datasets, where it

outperforms GraphRAG by a significant margin, especially in com-

prehensiveness and diversity.

Moreover, when compared to RAPTOR, our method again excels

across all metrics and datasets. It achieves notable improvements in

the "Mix" and "Multihop-Sum" datasets, particularly in comprehen-

siveness and diversity, while also leading in empowerment across

all domains. The overall winning percentage of our method sur-

passes both competitors, demonstrating its robust and versatile

performance.

These results indicate that our approach offers a more effective

and reliable solution for Abstract Query generation, outperforming

existing systems in terms of both consistency and robustness across

a wide range of datasets. The clear advantages observed in this com-

parison underscore the effectiveness of our method, establishing it

as a superior alternative in the field.

Chunk size: Recent studies have shown that chunk size plays a

critical role in the performance of RAG systems, where smaller and

more focused chunks tend to improve accuracy at the expense of

higher computational costs [9]. To systematically evaluate the im-

pact of chunk size on retrieval effectiveness and system efficiency,

we conducted a series of experiments measuring accuracy, recall,

and graph building time across varying chunk sizes. As illustrated

in figure 5, variations in chunk size exert minimal influence on re-

trieval accuracy and recall. Accuracy remains relatively stable, with

Figure 5: Accuracy, recall and graph building time across
different chunk sizes.

a modest peak observed at chunk sizes between 600 and 800, reach-

ing approximately 67.5%, while recall shows a slight upward trend

from 30.3% to 33.4% up to size 1000, after which it plateaus. These

findings indicate that retrieval performance is largely resilient to

moderate adjustments in chunk granularity. In contrast, graph con-

struction time demonstrates more pronounced changes, decreasing

from 54.93 seconds at a chunk size of 400 to 43.17 seconds at 1400.

Although increasing the number of chunks introduces additional

computational overhead and results in longer graph building times,

this remains within acceptable limits. Overall, the results suggest

that chunk size can be effectively tuned to balance computational

efficiency and retrieval accuracy without significantly degrading

system performance for our method.

6 CONCLUSION
In this paper, we presented a scalable and efficient Tree-Organized

Graph-RAG framework enhanced with hyperplane-based Locality-

Sensitive Hashing. By integrating LSH into the clustering stage,

our method improves tree construction speed and retrieval accu-

racy while maintaining semantic coherence. Experimental results

across multiple QA benchmarks demonstrate consistent perfor-

mance gains over strong baselines, confirming the effectiveness

of our approach in both specific and abstract query settings. This

work underscores the potential of combining approximate simi-

larity search with hierarchical structures for advanced retrieval-

augmented generation tasks.
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