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ABSTRACT
The advancement of Large Language Models (LLMs) has signifi-
cantly transformed research methodologies for social sciences. Be-
yond the much enhanced textual level analysis, the ability of LLMs
to simulate social behavior offers new opportunities for studying
social mechanisms at both individual and collective level, which
are traditionally resource-intensive or even ethically challenging.
Therefore, generative agent-based models (GABMs) are introduced
to address these limitations. However, existing agents are typi-
cally initialized with synthetic or online data, limiting their align-
ment with the real-world dynamics. To overcome this gap, we
propose SoAgent (Social Simulation Agents), a novel framework
for generating agents based on real census-like data. Based on data-
driven analysis from real census samples (nation-level, half-decade,
approximately 4,500 samples/year) and carefully crafted prompt
engineering, SoAgent is designed specifically for broader social
science applications beyond social media analysis, with more real-
person-like features. Our experiments demonstrate that SoAgent
significantly outperforms synthetic-profile agents in tasks such
as questionnaire response simulation and the study of conspiracy
theory diffusion, offering a more realistic and robust foundation
for social simulation research. We also propose our vision about
future work on this promising research direction.
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1 INTRODUCTION
The past three years have witnessed a great leap of the research
methodology of social science studies enabled by Large Language
Models (LLMs) [25]. As an example, in the field of content anal-
ysis, LLMs can effectively assist on traditional natural language
processing tasks such as thematic and sentiment analysis, with user-
friendly prompts, instead of complicated programming codes [21].
More importantly, social science studies often care about the in-
teractions between individuals [24], the collective dynamics and
trends of certain groups of people [22], and the driving mechanisms
behind [4], which can potentially benefit from the ever-growing
capability of LLMs to a large extent.
Existing Methods and Their Limitations. Traditionally, social
science studies are accomplished by qualitative methods (e.g, in-
depth in person interview lead by researchers themselves), or quan-
titative methods (e.g, surveys or questionnaires combined with
statistical analysis), requiring a considerable number of human par-
ticipants and related resources such as temporal and physical costs,
which can be quite expensive [6], and sometimes infeasible due to
practical limits or ethical concerns. To overcome these challenges,
with the enhanced role-playing capabilities of LLMs, a growing
number of scholars have incorporated LLMs into social science re-
search, achieving promising results in scenarios such as simulated
social surveys and effect evaluation of communications [2].

Specifically, researchers have established generative agent based
models (GABM) and frameworks [16, 18, 20] to study the dynamics
of social events and processes using simulated “worlds" to accommo-
date a number of agents so that the agents could act like individuals
in the real world, such as presenting certain personalities, planning,
reflecting and behaving, as well as establishing social relationships
and interacting with each other, and even evolve as a group. Exist-
ing studies have proven the validity of the "silicon" samples [1], or
general-purpose computational agents [19] in representations of
human attitudes and ideas. However, most current methods tend to
employ synthetic user profiles with basic attributes, or user persona
derived from online data, which may lead to low or limited human
representation. A few studies have tried to derive persona from
from surveys of real users for certain domains with finer granular-
ity [9, 29], yet they have not connected to the downstream tasks to
apply and test those persona in the context of social simulations,
nor expand the survey data source to a broader sample space to fit
social science studies.
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Our Proposal: SoAgent.We propose a novel real-world data-based
agent pool, SoAgent (Social simulation Agents), to address the
aforementioned limitations. The differences (therefore, advance-
ments) from existing methods are as follows.

First, the agents in SoAgent are injected with multi-faceted fea-
tures of continuous yearly large-scale nation-wide real samples of
general social survey (see CGSS [23] in Section 2). The distribution
of samples effectively replicate the real world, and the quality of
the sample data are better guaranteed than those collected from
social media, which is not comparable by synthetic data.

Second, based on multiple features learned and injected from
finer granularity of real-world individuals, agents in SoAgent can
simulate a broader range of social scenarios, beyond social media
study. The comprehensive questionnaires are designed to encom-
pass hundreds of questions including personal beliefs and prefer-
ences, social life, government policy matters, and others. Therefore,
each respondent provides a much enriched and precise portrait of
a real person for the agent to embody.

Third, with carefully designed prompts to utilize the capability of
LLMs, SoAgent provides the ability to accomplish social simulation
tasks at both individual level and collective level, to better address
the needs of social science research. On the one hand, application
domains such as marketing or consumer study focus onmotivations
and behaviors of individuals; on the other hand, theoretically, social
scientists often ask the question of why people, as a group, would
collectively present certain preferences or trends. SoAgent has been
tested on both levels with satisfying performance, demonstrating it
a promising agent pool for diversified social simulations.

2 ARCHITECTURE OF SOAGENT
2.1 Workflow
The SoAgent framework (Figure 1) initiates its workflow with a
User Pool, which forms the foundation for modeling complex social
dynamics. This user pool is divided into two distinct categories:
synthetic users and real-world users. Synthetic users are generated
with basic features whose distributions are kept in line with real
world population to simulate, such as age, gender, and simulated
social relationships, enabling controlled experimentation with cus-
tomizable parameters. In contrast, real-world users are incorporated
with authentic features, including opinion attitudes, polarization
metrics, and actual social relationships, derived from empirical data
source such as CGSS. The inclusion of synthetic users is to support
quick validation of social simulation in case real data source are
not applicable.

Given a specific user pool, the Agent Engine then construct
an agent pool. The data preprocessing phase involves cleaning
and structuring these features to ensure consistency and reliability,
followed by feature selection to identify the most relevant attributes
for simulation, thereby injecting those attributes to construct a
number of agents. Further simulation can provide sampling rules
to attract proper agents from the agent engine.

The Social Simulation Engine utilizes the selected features to
model both individual and collective behaviors. The engine drives
this process by simulating social phenomena, utilizing either syn-
thetic or real-world features to capture the nuances of human in-
teractions. Through incorporation of various simulation scenarios,

the engine enables researchers to explore diverse areas and vali-
date models against observed social patterns. In both Agent Engine
and Social Simulation Engine, SoAgent actively communicate with
LLMs to employ their role-play capabilities in simulating social
interactions and dynamics.

Figure 2 provides a more detailed illustration of how SoAgent
works, with the given simulation task of exploring how a conspiracy
theory spread between people, which can be modeled either using
synthetic agents with basic features such as Big Five psychological
combinations, or authentic agents whose labels are derived from
social media, nation-wide survey,etc.

2.2 Offline Agent Pool Preparation
2.2.1 Real-world Data Source. We can plug in outside data sources
into SoAgent. To demonstrate, we use the Chinese General Social
Survey (CGSS) [23] dataset to generate our agent pool. This dataset
is derived from China’s first large-scale, nationwide, comprehen-
sive, and continuous social survey project [3]. Data collections are
conducted online and offline through an online platform using both
paid and unpaid methods. The unpaid portion was distributed and
promoted by the survey organizers via social media platforms such
as WeChat and Weibo, allowing voluntary participation by inter-
net users. Invalid responses were filtered out in real-time during
the survey process. Additional invalid entries were later removed
following manual verification by two graduate-level reviewers. To
protect participant privacy, personally identifiable information such
as WeChat IDs, nicknames, and user comments was excluded from
the final dataset. The yearly sample sizes are around 5,000, por-
traying people living in China, with their attitude to a couple of
questions that are relevant to social events and governmental policy,
as well as their sociodemographic features. According to the size
of the comprehensive questionnaire, each respondent contributes
at least 100 variables.

2.2.2 Data Preprocessing. We collected public CGSS results of the
latest 5 years, and removed irrelevant columns (e.g., row sequence,
devices and operating systems used to fill the survey), to form
the initial dataset used for following steps (Table 1) . We then
removed open-ended questions, since the variations of responses
to such questions can deviate more drastically from the variations
of responses to non-open-ended questions.

Table 1: Statistics of the CGSS Dataset

Year # Questions # Sub-questions† # Samples # Clusters
2018 47 185 5,415 10
2019 33 127 4,882 10
2020 34 91 5,000 10
2021 46 132 3,619 10
2022 60 199 3,788 10
† In the CGSS questionnaire, a number of questions are matrix questions, i.e.,
multiple sub-questions concerning different aspects of the main question.

2.2.3 Feature Selection. Generally, each question or sub-question
in the survey can be treated as an attribute of a person, so that
different combinations of responses to all questions can represent
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Figure 1: SoAgent Framework

different human samples. However, it is not optimal to attach all
attributes to an agent when using survey samples to simulate a real
person. On the one hand, it can be expensive for LLMs to instantiate
an agent with more than 100 attributes derived from corresponding
survey questions, because a considerable number of tokens must
be used. On the other hand, verbosity might increase since a group
of questions within one survey may be of the same topic, resulting
in duplicated attributes attached to one agent. For example, "How
many years have you spent on education" and "What is your edu-
cation level", are semantically similar. Therefore, we performed a
clustering of survey questions, so that each agent can be injected
with one representative attribute from each cluster, such as social
demographic features, or consumption behaviors. A comparison
between traditional clustering methods such as DBScan [5] and
LLM-based clustering strategies suggested that the latter works bet-
ter in consistency among survey years and clear semantics assigned
to each cluster. Therefore, we stick to the LLM-based clustering in
following steps.

2.2.4 Agent Pool Construction. For a given survey (such as the
CGSS survey at 2021), we first load the survey questions and clusters,
and the corresponding sample data, where each sample record
(precord ) represents a real respondent. Then we generate one agent
a for each precord as follows. For each survey question cluster, assign
precord ’s responses to all questions within this cluster to a. After all
precord records are processed, we construct an agent pool of the same
size to the survey samples, with each agent having representative
features attached. By doing this, the distributions of samples are
directly replicated into the constructed agents.

2.3 Online Simulation
2.3.1 Social Simulation Setup. The SoAgent’s social simulation
setup begins with defining the simulation task, which can focus
on either individual-level predictions, such as personal opinion, or
collective-level outcomes, such as group polarization or consensus
formation. This step establishes the scope and objectives, ensuring
that the simulation aligns with the research question. Next, agent
screening rules are defined to select appropriate agents from the
agent pool, which corresponds to both synthetic users with basic
features (e.g., age, gender) and real-world users with authentic
attributes (e.g., social relationships, opinion attitudes) from the user
pool. These rules filter agents based on criteria relevant to the task,
such as demographic characteristics or behavioral traits, to ensure
the simulation reflects the desired population dynamics.

Once agents are selected, the simulation process advances to
agent interaction assisted by LLMs. For collective tasks, agents en-
gage in simulated interactions, mimicking real-world communica-
tion patterns to model social phenomena like information diffusion
or conflict emergence. The Social Simulation Engine then com-
putes the outcome variable, such as an individual’s attitude shift
or a group’s polarization level, and verifies it against predefined
benchmarks or empirical data to ensure accuracy. Finally, the frame-
work supports exploratory tasks by allowing researchers to extend
simulations, adjusting parameters or introducing new variables to
investigate alternative scenarios or uncover emergent behaviors.
This structured yet flexible setup enables comprehensive analysis
of social systems within a controlled computational environment.

2.3.2 Sampling. Given a requirement to simulate a social science
experiment with 𝑛 agents using SoAgent, and assuming we already
have a pool of 𝑁 user profiles—each corresponding to an existing
agent—the key question becomes: which subset of agents should
be selected to ensure meaningful and unbiased simulation results.
Intuitively, we aim to maximize coverage across diverse attribute
values (e.g., demographics, education, age groups) to reduce bias and
enhance the representativeness of the simulation. Prior studies [27]
suggest that a balanced feature selection strategy leads to fair and
more reliable outcomes in social simulations. For instance, if we
focus on two attributes—educational level and age group—wewould
ideally select agents representing all education levels (graduate,
undergraduate, secondary school, and below) as well as all major
age brackets (teen, adult, senior, and elderly). This ensures that the
simulation captures the heterogeneity of real-world populations
and supports generalizable conclusions. Therefore, our goal is to
select 𝑛 individuals from the 𝑁 available profiles such that the
selection covers as many distinct attribute values as possible. This
problem corresponds to the Maximum Set Coverage problem [7],
which is known to be NP-hard. To address this, we adopt a greedy
approach used in [13] that iteratively selects the row (individual)
contributing the largest number of previously uncovered attribute
values, continuing until 𝑛 individuals have been selected from the
user pool.
2.3.3 Prompt Engineering. We present crucial prompts used in
this work. For the prompts of simulating agents’ interactions, and
single agent’s reasoning on opinions, please refer to our pervious
work [15].
(1) Prompts to cluster the CGSS questionnaire.
System prompt: You are a professional survey analyst who
is good at analyzing and clustering survey questions.
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Figure 2: SoAgent Demonstration Example

Please output the results strictly in the json format
required by the user and do not include any additional
explanatory text.
Task: Please analyze the following questionnaire file
and perform intelligent cluster analysis on the questions.
Each cluster needs to be able to serve as a certain
characteristic of a person. There must be at least ten
categories, and each category corresponds to a category
id.
Input: a CGSS yearly questionnaire.
Output: a json file of clusters of questions.
(2) Prompts for agents to respond CGSS questionnaire.
System prompt: Assume you a real person with following
responses to given questions, traits: sample ID: 16 |
Q2: your age? 25-29 years old | Q3: overall, are you
interested in political news? quite interested | ...
Task: Stick to your personal characteristics, provide
your answers to following questions:
Input: a group of CGSS questions to answer, and a sample
response, e.g., Q37: did Covid-19 affected your life?
Options are: 1: significant disruption, 2: considerable
impact, 3: moderate impact, 4: minimal impact, 5: basically
unaffected, 6: completely unaffected. ...
Output: Your responses will be formatted in json. For
example: "Q22":"3":"middle", "Q15":"5":"not at all".

3 PRELIMINARY RESULTS
3.1 Experimental Setting
Datasets.We used the CGSS dataset (see section 2.2) to generate
the testing agent pool, consisting 22,704 real-world respondent
samples in total.
Social Science Tasks.We categorize the social science tasks into
two types, the individual-level tasks, where the respondent are
typically required to complete a task independently and their re-
sponses are evaluated or analyzed after the collection, and the
community-level tasks, where individuals in a community inter-
act with others thru specific media (e.g., social media or face-to-
face), and researchers observe their attitudes and/or behaviors and
changes during the experiment.

In this paper, we hope to simulate human behavior using LLM-
powered agents. We consider a classical individual task, filling out
a survey questionnaire. The LLM-powered agents are required to
answer a set of questions and their answers are collected to compare

with human responses. We consider one community-level tasks,
the spreading of a conspiracy theory. We use agents to simulate
individuals, and make the agents chat with each other everyday.
We simulate the communication of 14 days in our experiments. And
observe if the hypothesis and theories tested in the social science
field still work for LLM-powered simulation.
Evaluation Metrics. For individual questionnaire task, we use the
Root Mean Squared Error (RMSE) to estimate the accuracy of how
LLM simulate human’s attitude to a question. Our exploratory test
focus on categorical values. If the LLM give the correct answer that
is consistent with the ground truth, a value of 1 will be assigned.
Otherwise, it will receive 0 credit. For the community level task
to explore how agents communicate and spread a conspiracy the-
ory, we evaluate how many individuals are affected by the given
conspiracy theory, what features are significant in predicting the
contagion, and compare these results with established results from
existing studies.
Baselines. Our main claim is that simulating social behavior by
randomly generate basic persona is not sufficient and cannot re-
flect the real world well. Thus we mainly compare two methods.
The first method randomly generates human personality using the
“Big Five Personality Traits (Big5) [26]” adopted by a number of
social science studies to represent a single person’s psychological
traits, i.e., Openness to experience, Conscientiousness, Extrover-
sion, Agreeableness, and Neuroticism [15]. The second methods,
i.e., SoAgent, generates the selected most representative features
and attitudes data from the collected real-world questionnaires
data, and generate the prompt using these information, and feed
the prompt of the agents from candidate pool.
Implementation Settings. Experiments run on a MacBook Pro
with 3.3 GHz Intel Core i5 CPU, 16 GB RAM. Code is implemented in
Python 3.8. For the LLM model, We selected the gpt-3.5-turbo-1106
model of OpenAI [17] to generate the agents in our experiments
and observe the differences.

3.2 Experimental Results
3.2.1 Individual Level Task. We compare SoAgent with Big5 on
their performance on simulating real-world responses to CGSS
yearly surveys. Table 2 presents the results on 22,704 agents for
each method. It can be seen that SoAgent outperforms the baseline
methods.

Table 2: Simulating Individual Tasks

Year SoAgent Categorical RMSE Big5 Categorical RMSE
2018 0.99 1.47
2019 0.94 1.30
2020 0.83 1.37
2021 1.05 1.51
2022 0.92 1.49

3.2.2 Community Level Task. We compare SoAgent with Big5
on their performance on simulating real-world dynamics of the
spreading of a conspiracy theory. We used 5 conspiracy theories:
(1) 911, “the 911 event was conducted by the USA government”;
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Table 3: Simulating Collective Tasks

Conspiracy
Theory

SoAgent
Significant Predictors

Big5
Significant Predictors

911 Age, Edu, P.S.* Age, Edu
Bermuda Edu None
Climate Change Edu, P.S. Edu
Covid-19 Age, Edu, P.S. Edu, P.S.
Moon Edu, P.S. None
* P.S. is short for political stance.

(2) Bermuda, “a region of the Atlantic Ocean—contains a hidden
force or anomaly that causes ships and planes to disappear mysteri-
ously”; (3) Climate Change, “scientific consensus on human-caused
climate change is a deliberate hoax, and climate data is falsified
to advance hidden agendas, such as political control, economic
gain, or global governance”; (4) Covid-19, “covid originated from a
Wuhan laboratory”; (5) Moon, “the Moon landing was a complete
hoax orchestrated by NASA to assert American dominance during
the Space Race”. According to previous studies, the belief in a con-
spiracy theory is significantly related to one’s age, education level
and political stance [8, 10]. Since the agents in SoAgent are injected
with such features, to make a fair comparison, we also attach these
features to Big5 agents. Then we tested the significant predictors
the two methods use to assign an infected status to an agent when
this agent is exposed to a conspiracy theory. Table 3 presents the
results on 90 agents for each test run on a 14-day communication
time span, where each agent randomly exchange its opinion on
a specific conspiracy theory with 3 other agents on a daily basis.
Again, SoAgent outperforms the baseline method.

3.2.3 Exploratory Case Study. After the validations of SoAgent’s
capability to simulate social process at both individual and com-
munity levels, we further simulated a 14-day time window of 90
agents to study the temporal dynamics of the spread of a conspiracy
theory, where each agent randomly exchange its opinion on a spe-
cific conspiracy theory with 3 other agents on a daily basis. Since
this is a preliminary conceptual study, for the sake of API-calling
expenses, we use simplified agents, which only have attributes of
age, education, political stance, nationality set before the experi-
ment. For the age attribute, possible values are young, middle age
and elderly; for the education attribute, possible values are bachelor
degree and above, middle school and preliminary school and below;
for the political stance attribute, possible values are extreme Demo-
cratic, leaning Democratic, neutral, leaning Republican and extreme
Republican. All agents are set to have the United States citizenship.
Figures 3-7 presents the results, where ‘susceptible’ means that an
agent does not believe in a conspiracy theory but could believe in
the future, ‘infected’ means that an agent believes in a conspiracy
theory, and ‘recovered’ means that an agent used to believe in a
conspiracy theory but does not believe in it currently.

Our initial observations are: (1) The topic (or domain) of the
conspiracy theory could affect the adoption of a conspiracy theory.
Specifically, topics of high political overtones are more likely to be
adopted by agents, such as the ‘911’ conspiracy, with the ‘Bermuda’
conspiracy as a counter example, which is of low political tendency.
(2) Agents of different ideology presents different levels to recover

Figure 3: Spread of ‘911’ Conspiracy (90 agents, 14days)

Figure 4: Spread of ‘Bermuda’ Conspiracy (90 agents, 14days)

Figure 5: Spread of ‘Climate’ Conspiracy (90 agents, 14days)

from a conspiracy theory. Specifically, agents with the Democratic
Party background are more open to be persuaded not to believe
in a given conspiracy theory. (3) The impact of an agent’s opinion
climate (in our experiment, 3 other agents’ opinions) on its adop-
tion/rejection of a conspiracy theory is open to further validation.
While these agent-based findings remain preliminary, they offer
valuable pathways for subsequent verification.

4 CONCLUSION AND FUTUREWORK
In this work, we present SoAgent, a novel framework for gener-
ating realistic social simulation agents using real survey data and
carefully engineered prompts. Our approach addresses a critical lim-
itation of existing generative agent-based models (GABMs), which
often rely on synthetic or online data, leading to misalignment
with real-world social dynamics. By leveraging nation-level, lon-
gitudinal census data and advanced prompt engineering, SoAgent
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Figure 6: Spread of ‘Covid-19’ Conspiracy (90 agents, 14days)

Figure 7: Spread of ‘Moon’ Conspiracy (90 agents, 14days)

enables more accurate simulations of human behavior in tasks
such as questionnaire response generation and conspiracy theory
diffusion analysis. Our long-term goal is to develop a benchmark
comprising datasets that simulate a variety of social science tasks,
along with standardized evaluation metrics to assess simulation
performance. These simulations will be validated against real-world
experimental results serving as ground truth. We believe this effort
will be valuable for both social science applications and broader
research communities. Besides, how to effectively input relational
tables—especially questionnaire data which includes various types
of user profiles and attitudes—into LLMs remains an open challenge.
We will also explore hybrid interactions that combine human and
agent communication within social activities [11, 12, 14, 28]. Finally,
fine-tuning pre-trained LLMs to better align with the specific needs
of social science simulations represents a promising direction for
future work.
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