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ABSTRACT

With the availability of very large databases, an exploratory
query can easily lead to a vast answer set, typically based on
an answer’s relevance (i.e., top-k, tf-idf) to the user query.
Navigating through such an answer set requires huge effort
and users give up after perusing through the first few an-
swers, thus some interesting answers hidden further down
the answer set can easily be missed. An approach to ad-
dress this problem is to present the user with the most di-
verse among the answers based on some diversity criterion.
In this demonstration we present DivDB, a system we built
to provide query result diversification both for advanced and
novice users. For the experienced users, who may want to
test the performance of existing and new algorithms, we
provide an SQL-based extension to formulate queries with
diversification. As for the novice users, who may be more
interested in the result rather than how to tune the various
algorithms’ parameters, the DivDB system allows the user
to provide a “hint” to the optimizer on speed vs. quality of
result. Moreover, novice users can use an interface to dy-
namically change the tradeoff value between relevance and
diversity in the result, and thus visually inspect the result as
they interact with this parameter. This is a great feature to
the end user because finding a good tradeoff value is a very
hard task and it depends on several variables (i.e., query
parameters, evaluation algorithms, and dataset properties).
In this demonstration we show a study of the DivDB system
with two image databases that contain many images of the
same object under different settings (e.g., different camera
angle). We show how the DivDB helps users to iteratively
inspect diversification in the query result, without the need
to know how to tune the many different parameters of the
several existing algorithms in the DivDB system.

1. INTRODUCTION

Enabling diversity on query results has recently attracted
interest for applications that may return large answer sets.
Examples range from exploratory and ambiguous keywords

Permission to make digital or hard copies of all or part of this work for
personal or classroom use is granted without fee provided that copies are
not made or distributed for profit or commercial advantage and that copies
bear this notice and the full citation on the first page. To copy otherwise, to
republish, to post on servers or to redistribute to lists, requires prior specific
permission and/or a fee. Articles from this volume were invited to present
their results at The 37th International Conference on Very Large Data Bases,
August 29th - September 3rd 2011, Seattle, Washington.

Proceedings of the VLDB Endowment, Vol. 4, No. 12

Copyright 2011 VLDB Endowment 2150-8097/11/08... $ 10.00.

select * from (select * from IMAGES
order by sim (IMAGES,q)
stop after 2000) as R

group by makeset(5) as S

order by F(S,0.3,div)

stop after 1

hint ’quality’

Figure 1: Example of SQL-like diversity query.

searches (e.g., apple, jaguar, eclipse) [1, 8] to diversification
of structured databases [3, 6]. Typically, the final result set
is computed in two phases. First, a ranking candidate set
S with elements that are relevant (or similar) to the user’s
query is retrieved using standard database/information re-
trieval techniques (e.g. top-k, tf-idf). Then, in the second
phase, a result set R C S is computed that returns to the
user the most diverse (based on some user defined diversity
threshold) among the relevant elements to the query.

Several techniques have been introduced for diversifying
query results, with the majority of them exploring a greedy
solution that builds the result set in an incremental way [2,
5, 10]. The element attribute sets on which relevance (or
similarity) and diversity are computed may intersect, thus
techniques for query result diversification attempt to find a
tradeoff between the relevance and diversity components. In
our work we model the query result diversification problem
as a bi-criteria optimization problem JF, where the goal is
to find a result set R of size k that maximizes the objective
function F, as detailed in Section 2. An advantage of having
a tradeoff parameter is that users can “tune” between how
much relevance or diversity they want in the final result.

This demonstration presents the DivDB system, where us-
ing a SQL-like language, experienced users can express how
much the results should be diverse, the tradeoff parameter
between diversity and relevance, as well as other parameter
settings. An example query appears in Figure 1, where the
IMAGES database is searched for 2000 images based on a
similarity function sim to the query image ¢ and it returns
the 5 images that maximize F using threshold between di-
versity and similarity A = 0.3. The DivDB system provides
several diversification algorithms in a common framework,
where their speed and quality of the result vary depending on
the query parameters. Typically, faster algorithms provide
results that may not be the most diverse among all results.
Hence in DivDB, the user can provide a hint to the system
with respect to the quality vs. speed tradeoff. In Figure 1,
the user hint quality lets DivDB pick a diversification algo-
rithm that provides better result quality at the expense of
speed.
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In the DivDB demo users are able to compare the perfor-
mance of the different diversification algorithms. Given a
query, we will show how the different hints and threshold A
values affect the results. Moreover, the DivDB system is the
first of its kind to provide a SQL-like interface where users
can write their own queries. Even though there are several
diversification algorithms proposed so far, we are not aware
of any system, like DivDB, that provides several different
algorithms in a common framework.

Next, we provide a brief overview of the diversity prob-
lem and present an outline of the DivDB system. Section
3 describes the different scenarios that will be presented in
our demonstration.

2. RESULT DIVERSIFICATION IN DIVDB

In this section we provide a brief description on how the
result diversification is computed in the DivDB system (see
[9] for more details). Let S = {s1,...,sn} be a set of n el-
ements, ¢ a query element and k an integer (kK < n). In
DivDB the Result Diversification Problem is implemented
as an optimization problem (i.e., computing the k-similar
diversification set R) where there is a tradeoff between the
similarity component and the diversity one. The relevance
(similarity) of each element s; € S is specified by a func-
tion dsim (g, i), where dgim : ¢ X S — RT. The diversity
between two elements s;,s; € S is specified by the function
5diu(8i78j) S xS — R+.

The similarity component finds the k elements from S
that have the largest sum of similarity distances to query ¢
than any other set of size k in S:

argmax sim(q, S’)
S'CS,k=]5"|
k
where sim(q, S') = 2651-7”((]751-)782- € S'. Intuitively,
i=1
sim(q, S") measures the amount of “attractive forces” be-
tween ¢ and k elements in S’. Basically, any algorithm that
can rank elements in S with respect to dsim and then ex-
tract the top-k elements in the ranked list can evaluate the
k-similar set problem. The diversity component finds the k
elements of S that maximize the sum of inter-element dis-
tances:
2

(1)

argmax  div(S")
S'CS,k=]5"|
k-1 k
Z Z Saiv(5i,85),8i,8; € S'. Intu-
i=1 j=i+1
itively, div(S’) measures the amount of “repulsive forces”
among k elements in S’. In both Definitions 1 and 2, other
objective functions could be used as well, e.g., max-min,
max-avg, min-max, where the most appropriate measure is
application dependent.

where div(S")

DEFINITION 1. Given a tradeoff A, 0 < A < 1, between
similarity and diversity, the k-similar diversification set
R contains k elements in S such that:

R= argmax F(q,9")
S'CS,k=|S5"|
where F(q,8") = (k—1)(1 — X) - sim(q, S") + 2\ - div(S")

Since components sim and div have different number of
elements, k£ and k(k271)7 respectively, in the above definition
the two components are scaled up. The variable A is a trade-

off specified by the user, and it gives the flexibility to return
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[[abbrou. ] method name construction of R ]

Swap Swap exchanging
BSwap BSwap exchanging
MMR Mazimal Marginal Relevance incremental
Motley Motley incremental
MSD Maz-Sum Dispersion incremental
CLT Clustering exchanging
GMC Greedy Marginal Contribution incremental
GNE | GRASP with Neighbor Expansion | meta-heuristic

Table 1: Available diversifying methods in DivDB.

more relevant (when X is small), or diverse (when ) is large),
results for a given query q. The k-similar diversification set
problem is reduced to the k-similar set (Equation 1) when
A = 0; here the result set R depends only on the query q.
When A = 1, the problem is reduced to finding the k-diverse
set (Equation 2) in S (i.e., without considering similarity).
Only when A = 0 the result R is straightforward to compute.
For any other case, A > 0, the problem is computationally
hard, and a number of algorithms can be employed to com-
pute approximate solutions.

The collection of algorithms implemented in DivDB is
shown in Table 1 (the strategy employed by each algorithm
is depicted as well). Based on the heuristic used, some ap-
proaches focus on speed while others on the quality of the
diversified result. Thus the user must provide a “hint” to the
DivDB together with the query. In the current implementa-
tion of DivDB, we distinguish between three hints, namely:
quality, speed and method. For the last hint, the experienced
user can select a specific method among the ones available
in the DivDB. Thus, the user can compare the performance
(e.g., running time, precision) among the different methods,
as well as new algorithms to be implemented in the DivDB
system. For the quality and speed hints, the DivDB query
optimizer selects, based on the hint value and query param-
eters (e.g., A, m, k), which algorithm to execute.

3. DEMONSTRATION

In our demonstration we will use two real image datasets,
ALOI [4] and Faces [7]. The ALOI dataset is a collection of
72,000 color images of 1,000 objects using different camera
views. The Faces dataset is a collection of 300 gray images
of 30 people’s faces with slight variations of the head posi-
tions. To compute the dsim and 4, functions, we use the
histogram of colors and gray-level for ALOI and Faces, re-
spectively. Since in both datasets there are several images
that are very similar to each other, we should expect in our
demonstration that increasing the A values, more images of
different objects appear in the result.
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Figure 2: The DivDB System Interface.
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Figure 3: A Sequence of results for ALOI when the user varies A from 0 to 0.8.

Besides supporting a SQL-like language, the DivDB sys-
tem also provides users with a GUI to formulate queries
with diversification. In summary, the main interface trans-
lates the user’s query to its SQL representation as described
in Section 1. In our demonstration we will focus only on this
interface. Using the main interface exemplified in Figure 2,
users can select each of the query parameters: the relevance
(e.g. top-k) and diversity algorithms (e.g. MMR, GNE,
MSD), the 0sim and dqi» metrics (e.g. cosine, Euclidean dis-
tance), the size of S and R, and the diversity threshold .
Instead of selecting a specific diversity method, users can
instead select the hint parameter and let DivDB pick an
appropriate algorithm.

The user’s query is converted to its SQL representation
and then passed to the query evaluation module. In this
module, the first step retrieves in the database, using the
relevance method, the candidate set S with the n most rel-
evant elements, according to the dsi,» metric. After S is
computed, one of the evaluation algorithms shown in Ta-
ble 1 is employed to find k diversified elements R.

If the hint parameter is specified, then a heuristic-based
rule is used to choose one of the diversifying algorithms in
Table 1. Our current heuristic uses the hint and A val-
ues (more elaborate optimizations can also be employed).
For instance, when hint is ‘speed” and A = 0.3, the MMR
method is chosen since it is the fastest method that does not
compromise the quality of the result for low values of .

After the query execution, the DivDB system allows the
user to update the amount of diversity by changing the A
parameter. This is an important feature since it gives users
the flexibility to iteratively increase/decrease the amount of
diversity in the result. An example of this feature is shown
in Figure 3, for £ = 5, S = 200 and a selected query image
from the ALOI dataset using the GNE algorithm. In the
first result set (Figure 3(a)), no diversification is specified
(A =0), and thus the result contains only the top-k results.
In the next three figures, the user updates the A value to 0.2
(low diversification, Figure 3(b)), 0.4 (moderate diversifica-
tion, Figure 3(c)) and 0.8 (high diversification, Figure 3(d)).
Since both datasets contain several images that are very
similar to each other, the result sets with no diversification
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contain several “almost identical” images (several images of
the same object but in a different perspective). As X in-
creases more diverse results (based on div) start to appear.
Observe that the result with high diversification contains im-
ages that are all different from each other, but yet somehow
relevant to the user (based on the function sim).

Figure 4 shows a user interaction example using the Faces
dataset with £k = 5 and S = 300. In this example, A has val-
ues 0, 0.1, 0.3, 0.5, 0.7 and 0.9. Distinct from the previous
example, the A\ parameter has to be set to a higher value in
order to return faces of all different people (A = 0.9), indi-
cating that tuning the query parameters with proper values
depends on different settings and on the user’s expectations.
Nevertheless, DivDB allows users to iteratively change the
query parameters and inspect the changes in the result.

Moreover, we will show how results vary for different hint
choices. Figure 5 shows the same query but with different
hint parameters: speed and quality. Users can inspect how
the hint parameter affects the F values, running time, and
precision (the last compared to the optimal solution com-
puted for small R and k values). Another feature of the
DivDB system is to allow a side-by-side comparison of two
methods for the same query parameters (due to space limi-
tations this part will be shown only at the demonstration).

4. CONCLUSION

The DivDB is designed to provide a very flexible plat-
form for diversifying query results. Since the performance
and result of each method varies for different query param-
eters, and typically users are not aware of which method is
the most suitable, we developed some heuristic-based rules
to guide DivDB in choosing the most adequate diversifica-
tion algorithm to run. As for more experienced users, we
provide a SQL-like language that allows users to test the
performance of different parameters for several different di-
versification algorithms implemented in DivDB, as well as
future algorithms. Users can iteratively change the amount
of diversity in the result by controlling the A values, and
then compare, side-by-side, the result and performance of
different diversifying methods. Furthermore, users can use
the hint feature of our system to control the performance of
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the query engine.

To the best of our knowledge, DivDB is the first system
allowing users to compare different diversifying algorithms,
as well as providing an interface to allow users to inspect
the result while tuning the query parameters. These two
features are very important to the user since the result de-
pends on several variables that are very difficult to tune,
and may give clues to research on what must be explored on
the development of new algorithms, in order to conceal the
drawbacks of the existing ones.
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