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ABSTRACT
Cardinality estimation is one of the most important problems in
query optimization. Recently, machine learning based techniques
have been proposed to effectively estimate cardinality, which can
be broadly classified into query-driven and data-driven approaches.
Query-driven approaches learn a regression model from a query to
its cardinality; while data-driven approaches learn a distribution of
tuples, select some samples that satisfy a SQL query, and use the
data distributions of these selected tuples to estimate the cardinality
of the SQL query. As query-driven methods rely on training queries,
the estimation quality is not reliable when there are no high-quality
training queries; while data-driven methods have no such limitation
and have high adaptivity.

In this work, we focus on data-driven methods. A good data-
driven model should achieve three optimization goals. First, the
model needs to capture data dependencies between columns and
support large domain sizes (achieving high accuracy). Second, the
model should achieve high inference efficiency, because many data
samples are needed to estimate the cardinality (achieving low infer-
ence latency). Third, the model should not be too large (achieving
a small model size). However, existing data-driven methods cannot
simultaneously optimize the three goals. To address the limitations,
we propose a novel cardinality estimator FACE, which leverages the
Normalizing Flow based model to learn a continuous joint distribu-
tion for relational data. FACE can transform a complex distribution
over continuous random variables into a simple distribution (e.g.,
multivariate normal distribution), and use the probability density to
estimate the cardinality. First, we design a dequantization method
to make data more “continuous”. Second, we propose encoding
and indexing techniques to handle Like predicates for string data.
Third, we propose a Monte Carlo method to efficiently estimate
the cardinality. Experimental results show that our method sig-
nificantly outperforms existing approaches in terms of estimation
accuracy while keeping similar latency and model size.
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Figure 1: Performance comparison of CE methods.

1 INTRODUCTION
Cardinality estimation (CE) is a fundamental and significant prob-
lem that has been widely studied for many years. It aims to estimate
the number of records that satisfy a given query in a database. CE
has widespread applications in the database community, such as
query optimization, approximate query processing, etc. Especially,
a precise CE approach directly influences the quality of the op-
timized query plan, leading to orders of magnitude performance
improvement. Since traditional methods, e.g., histograms [35], sam-
pling [21, 47] or kernel density based methods [10, 15], cannot
capture the column correlations, recently machine learning (ML)
based CE methods [6, 11, 17, 23–27, 37–39, 41, 44–46, 48] have been
proposed, which can achieve superior performance, because they
have high representation capability and strong learning ability.

Generally speaking, a good learning-based CE model should
achieve the following optimization objectives.
High accuracy (O1): The estimated cardinality should be close to
the real cardinality, so as to obtain an optimized query plan, and
the generalization ability is also important.
Low latency (O2): During a query plan generation, the CE module
has to be triggered multiple times, so its latency is very important
to generate an optimized plan efficiently.
Lightweight model size (O3): Considering the memory limitation,
the model should not be large [44, 49], because a database has many
schemas and requires to train a model for each schema. Moreover,
a lightweight model can achieve high inference efficiency.

To achieve these optimization goals, query-driven and data-driven
learned models have been proposed. The former [17, 37] learns a re-
gression model that learns a mapping from a query to its cardinality.
However, this approach relies on training queries and has a limited
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generalization ability on query changes and data changes. For ex-
ample, if the training workload is different from the test workload,
the performance is not reliable. Data-driven [11, 44, 45] approaches
learn the joint distribution of data in a relational table without the
query workload, and use the distribution to infer the cardinality.
They do not need to know the query workload in advance and can
generalize to unseen queries, and thus the generalization ability of
data-driven methods is stronger than the query-driven ones.

However, existing data-driven methods suffer from the following
limitations. (1) Sum-product-network-based method [11] assumes
different levels of independence between columns, based on which
they recursively split rows and columns to learn the distribution, but
the accuracy is low due to the assumption (cannot achieveO1). Thus,
the first challenge is how to capture the dependencies between
different columns (C1). (2) Although Naru [44, 45] and DQM-D [9]
can leverage the auto-regressive model to capture dependencies
by factorizing the joint distribution into conditional probability
distributions, they cannot handle the table with a large domain
size well, where the large domain size means that in the table there
exist attributes with a large number of distinct cell values. Since the
number of model parameters scales with the domain size [9, 45],
it leads to high training cost and high storage overhead (cannot
achieve O3). Even if NeuroCard [44] can alleviate this problem
by dividing the column with the large domain size into multiple
sub-columns, it sacrifices the accuracy (cannot achieve O1).

Besides, existing data-driven methods cannot efficiently support
Like predicates on string data, because 𝑖) strings naturally have
large domain size, and 𝑖𝑖) for inference, it is slow to find strings
satisfying the predicates (cannot achieve O2). Hence, how to sup-
port large domain size (including string data) while keeping high
accuracy is the second challenge (C2). (3) In the inference step, for
range queries, most data-driven methods [9, 44, 45] need to sample
data points from the ranges, feed them into the trained model and
use the inferred results to estimate the cardinality. This step is in-
efficient because it has to trigger the model inference many times
for estimation (cannot achieve O2). Therefore, how to reduce the
latency of the inference step is the third challenge (C3).

To address these challenges, we propose a Normalizing Flow
based Cardinality Estimator, FACE, which approximates the joint
distribution using the Normalizing Flow (NF) model. NF is a gen-
erative model that learns the joint probability distribution of data
points. It [19, 30] consists of a sequence of invertible and differen-
tiable transforms and can transform a complex distribution over
continuous random variables into a simple distribution (e.g., mul-
tivariate normal distribution), and vice versa. So the probability
density of each tuple can be computed. Intuitively, the term “Flow”
refers to the trajectory that the data is gradually transformed by the
sequence of transformations. The term “normalizing” refers to the
fact that these data points are mapped into a simple distribution,
usually multivariate normal distribution. As shown in Fig. 1, FACE
shows superiority on all dimensions, and the reasons are as follows.

In general, since NF regards all columns in the table as a whole
without any decomposition during training and inference, it can
capture the dependencies of columns (addressing C1, for O1). First,
as NF is adequate for modeling continuous data, it naturally can
be utilized to handle large domain size data without expensive em-
beddings (addressing C2, for O3). Second, for discrete data (e.g.,

categorical data), we propose a dequantization technique to make
them more “continuous”, so as to fit the NF model and obtain accu-
rate estimation (for O1). Third, we propose an effective method to
encode string data, transform Like predicates to range ones and
efficiently search qualified strings (for O2). Finally, we propose to
leverage the query similarity to accelerate the inference (addressing
C3, for O2). In summary, we make the following contributions.

(1) We propose a Normalizing Flow based framework that can
efficiently and effectively address the CE problem.

(2) We propose a dequantization technique to handle discrete
data, and design a string data encoding method to support strings.

(3) We leverage the query similarity to accelerate the inference.
(4) Experimental results showed that our method significantly

outperformed existing approaches.

2 PRELIMINARY
2.1 Problem Definition
Consider a relation𝑇 with𝑁 tuples and𝑚 attributes {𝐴1, 𝐴2, · · ·𝐴𝑚}.
Each tuple 𝑡 ∈ 𝑇 is 𝑡 = (𝑎1, 𝑎2, · · · , 𝑎𝑚), where 𝑎𝑖 is a cell value
in 𝐴𝑖 , 𝑖 = 1, · · · ,𝑚. 𝑜 (𝑡) denotes the number of occurrences of 𝑡 .
The task of cardinality estimation (CE) is to estimate the result
size without actually executing the query. The predicate 𝜃 of the
query can be viewed as a function that takes as input 𝑡 , and outputs
𝜃 (𝑡) = 1 if 𝑡 satisfies the predicate, otherwise 𝜃 (𝑡) = 0. Hence, the
cardinality can be formally defined as 𝑐𝑎𝑟 (𝜃 ) = |{𝑡 ∈ 𝑇 : 𝜃 (𝑡) = 1}|,
and the selectivity of 𝜃 is denoted by 𝑠𝑒𝑙 (𝜃 ) = 𝑐𝑎𝑟 (𝜃 )/𝑁 .

Note that 𝑠𝑒𝑙 (𝜃 ) can be computed using the joint data distribution
over the attribute domains in 𝑇 [45]:

𝑠𝑒𝑙 (𝜃 ) =
∑︁

𝑡 ∈𝐴1×···×𝐴𝑚

𝜃 (𝑡) · 𝑃 (𝑡) (1)

where 𝑃 (𝑡) = 𝑜 (𝑡)/𝑛 denotes the probability of tuple 𝑡 . Thus one
can estimate 𝑐𝑎𝑟 (𝜃 ) by computing the probability distribution.
Supported Query Predicate. In this part, we show the predicates
of queries that we can support for CE. (1) Like previous works [9,
45], we support queries that are conjunctions of any number of
single-column predicates, while disjunctions can be transformed
to conjunctions using the inclusion-exclusion principle. (2) Any
single predicate for𝐴𝑖 can be an equality predicate (e.g.,𝐴 = 𝑎𝑖 ), an
open range predicate (e.g., 𝐴 ≥ 𝑙𝑖 ) or a close range predicate (e.g.,
𝑙𝑖 ≤ 𝐴 ≤ ℎ𝑖 ). Here, we use 𝑅𝑖 to denote the range if 𝐴𝑖 is a range
predicate. For instance, in the above examples, 𝑅𝑖 = [𝑙𝑖 , 𝐴𝑖 .max] or
𝑅𝑖 = [𝑙𝑖 , ℎ𝑖 ]. Since our method will transform the equality predicate
to range (see Section 3), we also abuse 𝑅𝑖 to represent the equality
predicate for ease of representation. (3) We also support LIKE for
matching the prefix, suffix or substring of string attributes, like ab%,
%tion and %tri% respectively. As we also transfer LIKE predicates
to ranges, Equation 1 can be written as:

𝑠𝑒𝑙 (𝜃 ) =
∑︁

𝑡 ∈𝑅1×···×𝑅𝑚
𝑃 (𝑡) (2)

2.2 Normalizing Flow-based Model
The joint data distribution is modeled via generative models, where
GAN [7], VAE [16], Autoregressive [5] andNormalizing Flow (NF) [2,
34] are typical models. However, GAN and VAE perform well on
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Figure 2: An Example of Coupling-based Flow models.

tasks like image generation, but cannot be applied to the CE prob-
lem. The reason is that these models do not explicitly output the
probability density, so it is intractable for them to estimate the car-
dinality. Although the autoregressive model [5] has been applied in
CE recently, it still suffers from the large domain size problem, as
discussed in Section 1. Therefore, we adopt the Normalizing Flow,
another representative generative model to solve the CE problem.

Generally speaking, NF provides a method for modeling flexi-
ble probability distributions over continuous random variables. It
can transform a complex probability distribution into a simpler
distribution (e.g., a standard normal) using a sequence of invertible
and differentiable transformations. These transformations can be
parameterized by neural networks. Formally, suppose x is an𝑚-
dimensional dataset that we want to learn a joint distribution. The
basic idea of NF is to represent x as the output of a sequence of trans-
formations (uniformly denoted by f ) of a real vector u sampled from
a simpler distribution 𝜋 (u), i.e., x = f (u) where u ∼ 𝜋 (u) [30].

Leveraging the transformation of the NF, the probability density
of x can be obtained using a change of variables,

𝑝 (x) = 𝜋 (f−1 (x)) |det( 𝜕f
−1

𝜕x
) |. (3)

For example, given a data point after pre-processing, e.g., x =

(−1.05, 2.31, 0.27), as the input of the NF model. It infers the esti-
mated probability density of this point, e.g., 𝑝 (x) = 3.18, based on
learned data distribution. Then the probability densities of multiple
data points can be utilized to compute the cardinality of a query.

Since we need to compute f−1 and its Jacobian matrix in the
above equation, f has to be invertible and differentiable. Intuitively,
the transformation not only maps between x and u, but also quan-
tifies the change of density by the Jacobian matrix. For efficiency,
𝜋 (u) is usually simple, e.g., standard normal distribution.

In NF, f should be carefully designed for invertible, differentiable
and efficient computation, so we adopt the coupling transforma-
tion [2, 28, 50] for f , which consists of a series of coupling layers,
denoted as a loop in Fig. 2. The number of layers 𝑐𝑝 is a hyper-
parameter, say 5. Each coupling layer has the same input/output
dimension, which is designed by the following steps:

• Divide input x into two equal parts: [x1:𝑑 , x𝑑+1:𝑚], 𝑑 = 𝑚
2 .

• Feed the former part into a lightweight neural network (e.g.,
MLP), 𝜃 =MLP(x1:𝑑 ).

• Set x′1:𝑑 = x1:𝑑 directly.
• Set x′𝑑+1:𝑚 = 𝑔𝜃 (x𝑑+1:𝑚), where 𝑔 is a differentiable and

invertible element-wise function parametrized by 𝜃 . Return
x′ = [x′1:𝑑 , x′𝑑+1:𝑚].

• x′ is permuted and fed into the next coupling layer. Note
that different coupling layers have different parameters for
capturing correlations of multiple columns.

Hence, f is invertible, i.e., given x′ in each layer, we can simply
restore x. The reason is that x1:𝑑 equals to x′1:𝑑 , and we can get
x𝑑+1:𝑚 from x′𝑑+1:𝑚 , x1:𝑑 and the invertible 𝑔. f is naturally differ-
entiable because 𝑔 is differentiable. It is efficient as each coupling
layer has lightweight network structures. From the above steps,
we can see that the Jacobian matrix 𝐽 of a coupling layer is lower
triangular, which means that the determinant of 𝐽 can be computed
efficiently in 𝑂 (𝑚) as the product of the diagonal elements.

For training the NF, given a dataset 𝐷 = {x(𝑖) }𝑁
𝑖=1, a flow is

trained to maximize the total log likelihood
∑
𝑖 log 𝑝 (x𝑖 ). The CE

problem can be solved by transforming each tuple 𝑡 to a data point
x(𝑖) and modeling the joint probability distribution.

2.3 Related Work
Query-driven learned CE methods. In the training step, they
collect a pool of queries with their real cardinalities as labels, and
then train a model to map a query to its cardinality. For inference,
query is encoded and then fed into the regression model. Different
models are used, including fully connected neural networks [3, 29],
CNN [18],RNN [29, 37]. In general, query-driven CE methods need
a large amount of training data, i.e., queries. If the query distribution
shifts, the model is likely to behave poorly. Therefore, query-driven
approaches are expensive and not generalizable enough.
Data-driven learned CE methods. They learn the joint data dis-
tribution with different models. When inference, they use the model
to infer the probability of tuples satisfying the query predicates.

(1) Sum-Product network [11]. The idea is to divide the table into
clusters of rows and columns recursively. Then it uses sum nodes to
combine different row clusters. For column clusters, it assumes that
they are independent and utilizes product nodes to combine them.
It is inaccurate because the independence assumption is made.

(2) Autoregressive models [9, 44, 45]. The autoregressive model
factorizes the joint distribution into conditional distributions using
the multiplication principle. However, the methods cannot handle
large domain size data well. Specifically, Naru [45] and DQM-D [9]
require to compute the embeddings of each data point, so a large
domain size column induces a large number of parameters, leading
to high training cost and large model size. Although NeuroCard [44]
can alleviate this problem by factorizing the column into several sub-
columns, it sacrifices accuracy. Thus existing data-driven methods
cannot capture dependencies between columns and cannot handle
large domain size, and thus FACE is proposed to address this issue.

3 FACE FRAMEWORK
We propose FACE, a cardinality estimation framework using the NF
model. In this section, we first introduce the basic idea of using
NF (Section 3.1), and then the overall architecture (Fig. 3) of FACE
(including training (Section 3.2) and inference (Section 3.3)).

3.1 NF for Cardinality Estimation
We first present the overall framework of FACE, discuss the advan-
tages and summarize the challenges.
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Figure 3: The Framework of FACE.

Overall Framework. FACE learns a continuous joint distribution of
the input data using NF. As Fig. 3 shows, it first takes as input the
original data. Then for different columns with different data types,
FACE encodes appropriately and generates the encoded data that
can be fed into the NF model (Section 3.2). After training, we can
compute the probability density using the NF model, i.e., 𝑝 (x).

For inference, as the learned joint distributions are continuous,
we use Equation 4 to estimate the cardinality on range predicates:

𝑠𝑒𝑙 (𝜃 ) =
∫
x∈𝑅1×···×𝑅𝑚

𝑝 (x) 𝑑x. (4)

Note that not all predicates are range predicates. Therefore, to
apply Equation 4, we transfer other predicates to ranges (see Sec-
tion 3.3). Then, as the inference part in Fig. 3 shows, we sample
some data points from these ranges (see Section 6), call NF model
to estimate the probability density of them and finally compute the
estimated cardinality using Monte Carlo (MC) integration [22].
Advantages. (1) FACE can capture the column dependencies be-
cause in each coupling layer as shown in Fig. 2, the former half part
of columns interact with the latter half part. Then the output is
permuted and the above step is repeated several times, and thus the
dependency between columns is likely to be fully captured. (2) NF
can naturally support continuous data well, which is a typical type
in large domain size data. It takes as input continuous data with
simple transformations (e.g., normalization) rather than embedding,
which leads to large model size and high training costs.
Challenges. (1) Besides continuous data, there are several common
data types in a relational table, and thus using NF to support them
is challenging. To address this, we propose an effective dequantiza-
tion method to make any type of data continuous (see Section 4)

and build an index to tackle Like predicates with string data (see
Section 5). (3) The repetitive sampling is time-consuming in the
inference step, so an acceleration method is proposed in Section 6.

3.2 Training
The upper part of Fig. 3 outlines the training process of FACE. It
first takes as input batches of tuples in𝑇 and encodes them in order
to make them be well modeled by NF. Then the model is trained
using NF with maximum likelihood estimation.

3.2.1 Encoding the Training Data. Generally, there are three com-
mon types of data in databases: numerical, categorical and string.
Since NF model naturally works on continuous data, we need to
conduct a preprocessing step on different types of data. As shown
in encoding outline of Fig. 3, numerical data can be classified into
continuous data and discrete data. The former one can be handled
directly by NF, and we propose a dequantization method to make
the discrete data continuous. For categorical data, we discretize
them as done by most existing works [9, 45], and then tackle them
as discrete data. For string data, we encode them using a tree index,
and use trie encoding to convert strings to discrete data. Next, we
introduce the above steps in detail using the example in Fig. 3.
Categorical data.We transform the categorical data into contin-
uous space. We first convert them into discrete data (𝐸 (𝑎𝑖 ) → 𝑤 ),
e.g., 𝐸 (𝐶𝑜𝑜𝑘) → 0. However, if we fit discrete data directly with a
continuous density model, it will produce a degenerate solution that
places all probability mass on the discrete data points. Therefore, we
use the dequantization [13, 40] method that adds noise to discrete
data over the width of each discrete bin. This method makes data
more continuous, and thus the probability of each discrete point can
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be converted to integration over a range. For the Name attribute in
the example, the values are encoded to {0, 1, 2}, and they have the
equal length of bins, i.e., 𝑏𝑖𝑛 = 1. Then for each discrete point with
value 𝑣 ∈ {0, 1, 2}, we add a noise that follows a certain distribution
in [0, 𝑏𝑖𝑛], say uniform distribution. Then 𝐸(Job)={0, 0, 0, 1, 2}
may become more continuous like {0.312, 0.668, 0.996, 1.123, 2.886},
which is fed into NF for training after normalizing. When we want
to predict 𝑃 (𝐽𝑜𝑏 = 𝐶𝑜𝑜𝑘), i.e., 𝑃 (0), hopefully, we can compute
it by integration over [0, 1], i.e.,

∫ 1
0 𝑝 (𝑥)𝑑𝑥 = 0.6, where 𝑝 (𝑥) is

learned by NF. The dequantization technique is significant in accu-
racy improvement for NF models, so in Section 4, we propose an
effective strategy considering the continuity of noised data.
Numerical data. As discussed above, we encode categorical data
to discrete data and then dequantize it. Therefore, for discrete data
in numerical data, we can directly dequantize it. For continuous data,
intuitively, we feed it into NFwith no processing. However, any data
in a computer is represented by a finite number of bits, so there is
no real sense of continuity. To make data more continuous, we also
apply dequantization on these seemingly “continuous” data, which
makes a probability density easier for NF to learn. For example, in
attribute Height, the length of bin is 1.78 − 1.73 = 0.05, so we add
noise in [0, 0.05]. Then the two 1.73 become 1.744 and 1.771.
String data. Like predicates are widely used for string data in
database queries. To handle this, for Like predicates with patterns
ab%, %tion and %tri%, we build a trie-based index to encode each
string to discrete data so that the Like predicates can be converted
to range ones. Then we can use the above method to further encode
these discrete data using dequantization and feed into NF. Specif-
ically, we initialize a global ID as 0, and then traverse the trie in
depth first search (DFS) order. For each leaf node (correspinding to a
full string), we assign the node with the current ID, and add ID by 1.
For example, the DFS order of Name in Fig. 3 is Amy.M→ Andy.G→
Ann→ Ann.S→ Tom.H, and they are encoded as [0, 1, 2, 3, 4].

Normalization is applied after all the above transformations to
get the final training data, which is sent to the NFmodel for training.
Flow-model Training. Data encoding transforms each tuple in
table 𝑇 to x with the same dimension. Then x is fed into NF model
for training iteratively using maximum likelihood estimation.

3.3 Inference
Given a model and a query, we show how to utilize the NF model
to estimate the cardinality of the query. First, we introduce how
to encode queries for inference. Second, considering the query
similarities, we illustrate how to accelerate the inference step.

3.3.1 Query Encoding. In this paper, we do not distinguish between
point and range queries, since we convert every equality predicate
into a range. The reason is that the equality predicate is applied on
categorical and discrete data that are modeled as continuous data by
NF. In fact, in our scenario, query encoding is equivalent to encode
the predicates of the query, i.e., how to transfer the predicates
(including equality and Like predicates) to range predicates.
Equality predicates.We first encode the equality predicate𝐴 = 𝑎𝑖

to a range. If 𝑎𝑖 is categorical, we encode it to the same discrete
value as the encoding in the training phase i.e., 𝐸 (𝑎𝑖 ) → 𝑤 . Then
the range is constructed by [𝑤,𝑤 +𝑏𝑖𝑛), where 𝑏𝑖𝑛 is the bin width

of 𝑤 . For example, the predicate Job = Cook is encoded as [0, 1).
Then the cardinality can be estimated by integration over the range.
If 𝑎𝑖 is a discrete value, we can directly construct the range.
Range predicates. For predicates with a close range, we can com-
pute integration straightforwardly over the range. For open ranges,
we will simply find the MAX/MIN of the attribute and construct the
range. For example, the predicate Height ≥ 1.6 is encoded as
[1.6, 2.0) because 2.0 is the MAX of the Height attribute.
Like predicates. We also convert Like predicates to ranges based
on the trie-based index. For a prefix Like predicate (e.g., An%), we
search An on the tree, and the node is associated with the range
corresponding to An%, i.e., [1, 3]. For suffix predicates (e.g., %on),
we search on a suffix-based Trie. For substrings (e.g., %on%), we
construct multiple ranges based on prefix-based Trie (see Section 5).

3.3.2 Similarity-based CEAcceleration. Given the trainedNFmodel,
we compute the probability density of each data point. Together
with the given ranges, ideally, we want to obtain the cardinality
by computing the integration over these ranges using Equation 4.
Unfortunately, the integration is infeasible to compute, because it
has no closed-form solution. Thus, MC integration [31] is applied to
approximate this. The basic idea is to sample a number of data points
from the range, compute the probability density of them using NF
and integrate the results to estimate the cardinality. Thus, sampling
largely determines the efficiency and accuracy of inference.
Adaptive importance sampling. A simple sampling strategy is
uniformly sampling from the range 𝑅𝑖 , but it degrades the accuracy
because data in 𝑅𝑖 may not be uniformly distributed. Therefore, we
adopt the adaptive importance sampling [22, 31] strategy as shown
in Fig. 3. It samples from the range adaptively according to the
data distribution, described by buckets for different attributes. At
the beginning, we initialize equi-width buckets (𝐵1 in the example)
as we know nothing about the distribution. Then we sample data
points from the buckets, use NF to compute the probability density
of them, and update the buckets. We repeat the above steps until
convergence, and use the buckets (𝐵𝑖 ) that can accurately describe
the distribution of range data to conduct the MC integration. We
can observe that although the method can capture the data distri-
bution, the repetitive sampling leads to inefficiency, so we propose
to accelerate this process based on query similarities.
Accelerate subsequent queries. In real scenarios, queries can ar-
rive at any time. For example, in Fig. 3, 𝑄 ′ comes after 𝑄 and they
seem to be similar. We can measure the similarity of queries by
comparing each pair of ranges of two queries. We observe that
ranges of similar queries are mostly overlapped, and thus their
sampled data follow similar distributions. Therefore, we initialize
the buckets of the new arrival query using that of the most similar
one (Initialize 𝐵′1 using 𝑄). In this way, we can obtain 𝐵′

𝑖
in much

fewer iterations, making the inference more efficient.
In Section 6, we introduce how to compute the query similarity.

We then illustrate how to accelerate the inference using buckets.

3.4 Joins
FACE can also support join queries in two ways: Single-Model and
Multi-models.

Single-Model follows existing solution [11, 44] that leverages
one estimator to learn the distribution of each table and joins of
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multiple tables in the schema. We first generate a full-join table
using full outer join, and then add some columns to the full table.
Note that it is expensive to generate all join tuples, we sample some
joined tuples [47]. Next, we train a single model for the full-join
table using our method and then uses the estimation method to
support both a single table and multiple tables (with join queries).
Note that the full-join table may contain duplicated tuples for a
query and NULL values. To address this issue, we add additional
columns and feed the table with additional columns into our model.
After training, given a query, we use the trained model to estimate
the cardinality. The difference is that we will further leverage the
values in additional columns to correct the probability densities
considering the join types, redundant tuples, and NULL values.

For the Single-model, the full-join table may be very sparse and
the trained model may not be effective for different queries. To
address this, we can train multiple models, i.e., training a model
for each possible join query, and then given a query, we use the
corresponding model to estimate the cardinality. However, it is
rather expensive to enumerate all possible joins and build a model
for each join. To alleviate this issue, we can generate all possible join
templates based on historical queries (a join template is a join query
by removing all predicates and only keeping the join structure),
train a model for each template, and then the number of models
to be trained can be reduced. To summarize, the advantage is that
it provides more fine-grained estimation than the Single-Model.
However, it needs additional join template information, and may
consume larger memory when the number of models is large.

4 DEQUANTIZATION
In this section, we will introduce the spline dequantization designed
by us for making data “more continuous”, which is inevitable if one
wants to encode data for feeding into NF. We first show the basic
idea of the dequantization and then how to implement it.
Basic Idea of dequantization.Webeginwith an example formod-
eling a continuous distribution of an attribute 𝐴𝑖 with 5 categories.
If we encode them to discrete data (Section 3.2.1) and use NF to
fit them, we will derive a probability density function (PDF) as
shown in Fig. 4 (a). This way has two limitations. On the one hand,
fitting a continuous model to discrete data will produce a degraded
solution [12] because all the probability mass is placed on discrete
data points. On the other hand, while inference, it is infeasible to
compute the probability of a category using 𝑝 because the integral
interval is unknown. Therefore, dequantization has to be applied.
Dequantization distribution. As discussed in Section 3.2.1, de-
quantization is utilized to add noise on discrete data so that NF can
learn the continuous probability distribution better. Formally, given
a discrete data point 𝑥 , the noise 𝑢 can be generated following a
dequantizing distribution 𝑞(𝑢 |𝑥), 𝑢 ∈ [0, 𝑏𝑖𝑛). Here 𝑏𝑖𝑛 is the width
of the discrete bin of 𝑥 , which is the difference between 𝑥 and the
smallest value bigger than 𝑥 in 𝐴𝑖 . After dequantizing all values
that equal to 𝑥 , these values will all lie in the bin [𝑥, 𝑥 +𝑏𝑖𝑛), so the
integration over the bin precisely captures the probability of 𝑥 .

Then the noise is generated based on 𝑞, and each discrete value
becomes dequantized 𝑣 = 𝑥+𝑢 (Note that for explicit representation,
we use 𝑣 to denote data after dequantization, while in other Sections,
𝑥 is still used to denote the data after all pre-processings). Recap
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g3
<latexit sha1_base64="lwifM6fajrK2BBfEB3G2uVjW3Uo=">AAAC6HicjVLLSsNAFD2Nr1pfVZdugkVwVRKt6LLoxmVF+4BaSjKdxti8SCZCKX6C4Mri1r/yD+pfeGdMQS0+JiQ5c+49Z+bOHTvy3EQYxmtOm5tfWFzKLxdWVtfWN4qbW40kTGPG6yz0wrhlWwn33IDXhSs83opibvm2x5v24EzGm3c8TtwwuBLDiHd8ywncvsssQdSl0z3sFktG2VBDnwVmBkrIRi0sTnCNHkIwpPDBEUAQ9mAhoacNEwYi4joYERcTclWc4x4F0qaUxSnDInZAX4dm7YwNaC49E6VmtIpHb0xKHXukCSkvJixX01U8Vc6S/cl7pDzl3ob0tzMvn1iBG2L/0k0z/6uTtQj0caJqcKmmSDGyOpa5pOpU5M71T1UJcoiIk7hH8ZgwU8rpOetKk6ja5dlaKj5RmZKVc5blpnj7tTqbXGVHCnQFzO8NnwWNg7JZKR9dVErV0+wy5LGDXexTx49RxTlqqNMKDh7whLF2qz1qY+35I1XLZZptfBnayzuwPJcl</latexit>

g4
<latexit sha1_base64="NtZCWv1tswifyLXTiAfdzzPqXv0=">AAAC6HicjVLLSsNAFD2Nr1pfVZdugkVwVRKp6LLoxmVF+4BaSpJO42iahGQilOInCK4sbv0r/6D+hXfGKajFx4QkZ86958zcuePGAU+FZb3mjLn5hcWl/HJhZXVtfaO4udVIoyzxWN2LgihpuU7KAh6yuuAiYK04Yc7ADVjTvT2V8eYdS1IehZdiGLPOwPFD3ueeI4i68LuVbrFklS01zFlga1CCHrWoOMEVeojgIcMADCEE4QAOUnrasGEhJq6DEXEJIa7iDPcokDajLEYZDrG39PVp1tZsSHPpmSq1R6sE9CakNLFHmojyEsJyNVPFM+Us2Z+8R8pT7m1If1d7DYgVuCb2L9008786WYtAH8eqBk41xYqR1XnaJVOnIndufqpKkENMnMQ9iieEPaWcnrOpNKmqXZ6to+ITlSlZOfd0boa3X6tzyVV2pEBXwP7e8FnQOCjblfLheaVUPdGXIY8d7GKfOn6EKs5QQ51W8PGAJ4yNG+PRGBvPH6lGTmu28WUYL++yvpcm</latexit>
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(xj , P (a  xj))
<latexit sha1_base64="xKzjBErzYpZ1ZDNWiZoXDoTHe/o=">AAAC+XicjVLLTsJAFD3UF+Kr4tJNIzGBxJBiMLokunGJiTwSJKQtA1b6sp0aCPFXTFxJ3Po1/gH+hXfGkqjExzRtz5x7z5m5c8cMHDviuv6aUhYWl5ZX0quZtfWNzS11O1uP/Di0WM3yHT9smkbEHNtjNW5zhzWDkBmu6bCGOTgT8cYdCyPb9y75KGBt1+h7ds+2DE5UR83mh52bg2reuHLYrUa4UOioOb2oy6HNg1ICckhG1VenuEIXPizEcMHggRN2YCCip4USdATEtTEmLiRkyzjDPTKkjSmLUYZB7IC+fZq1EtajufCMpNqiVRx6Q1Jq2CeNT3khYbGaJuOxdBbsT95j6Sn2NqK/mXi5xHJcE/uXbpb5X52ohaOHE1mDTTUFkhHVWYlLLE9F7Fz7VBUnh4A4gbsUDwlbUjk7Z01qIlm7OFtDxqcyU7BibiW5Md5+rc4kV9GRDF2B0veGz4P6YbFULh5dlHOV0+QypLGLPeSp48eo4BxV1GiFIR7whIkyVh6VifL8kaqkEs0Ovgzl5R2qPpyy</latexit>

(x4 + bin, 1)
<latexit sha1_base64="t+AtqjNf/dnDfMEAhtQdAlX4ju4=">AAAC8HicjVLLSsNAFD2Nr1pfVZdugkWoKCWpBV0W3bisYG2hFkniWIfmxWQiluJnCK4sbv0j/6D+hXfGFHzgY0KSM+fec2bu3HFjnyfSsl5yxtT0zOxcfr6wsLi0vFJcXTtLolR4rOlFfiTarpMwn4esKbn0WTsWzAlcn7Xc/pGKt26YSHgUnspBzLqB0wv5FfccSVSnfHtR23F5uGtvXxRLVsXSw/wO7AyUkI1GVBzjHJeI4CFFAIYQkrAPBwk9HdiwEBPXxZA4QYjrOMMdCqRNKYtRhkNsn749mnUyNqS58ky02qNVfHoFKU1skSaiPEFYrWbqeKqdFfuT91B7qr0N6O9mXgGxEtfE/qWbZP5Xp2qRuMKBroFTTbFmVHVe5pLqU1E7Nz9UJckhJk7hS4oLwp5WTs7Z1JpE167O1tHxsc5UrJp7WW6K11+rc8lVdaRAV8D+2vDv4Kxasfcq1ZNaqX6YXYY8NrCJMnV8H3Uco4Gm7sk9HjEyhPFgjIyn91Qjl2nW8WkYz29MbZmV</latexit>

(x4 + bin, 1)
<latexit sha1_base64="t+AtqjNf/dnDfMEAhtQdAlX4ju4=">AAAC8HicjVLLSsNAFD2Nr1pfVZdugkWoKCWpBV0W3bisYG2hFkniWIfmxWQiluJnCK4sbv0j/6D+hXfGFHzgY0KSM+fec2bu3HFjnyfSsl5yxtT0zOxcfr6wsLi0vFJcXTtLolR4rOlFfiTarpMwn4esKbn0WTsWzAlcn7Xc/pGKt26YSHgUnspBzLqB0wv5FfccSVSnfHtR23F5uGtvXxRLVsXSw/wO7AyUkI1GVBzjHJeI4CFFAIYQkrAPBwk9HdiwEBPXxZA4QYjrOMMdCqRNKYtRhkNsn749mnUyNqS58ky02qNVfHoFKU1skSaiPEFYrWbqeKqdFfuT91B7qr0N6O9mXgGxEtfE/qWbZP5Xp2qRuMKBroFTTbFmVHVe5pLqU1E7Nz9UJckhJk7hS4oLwp5WTs7Z1JpE167O1tHxsc5UrJp7WW6K11+rc8lVdaRAV8D+2vDv4Kxasfcq1ZNaqX6YXYY8NrCJMnV8H3Uco4Gm7sk9HjEyhPFgjIyn91Qjl2nW8WkYz29MbZmV</latexit>p(v)

<latexit sha1_base64="krV0RNbP4Uksn6smW5yVe+cBv/o=">AAACx3icjVHLSsNAFD2Nr1pfVZdugkWom5JUQZdFN7qrYB9QiyTptA3Ni8mkWIoLf8Ct/pn4B/oX3hmnoBbRCUnOnHvPmbn3ukngp8KyXnPGwuLS8kp+tbC2vrG5VdzeaaZxxj3W8OIg5m3XSVngR6whfBGwdsKZE7oBa7mjcxlvjRlP/Ti6FpOEdUNnEPl933OEpJLy+PC2WLIqllrmPLA1KEGvelx8wQ16iOEhQwiGCIJwAAcpPR3YsJAQ18WUOE7IV3GGexRIm1EWowyH2BF9B7TraDaivfRMldqjUwJ6OSlNHJAmpjxOWJ5mqnimnCX7m/dUecq7Tejvaq+QWIEhsX/pZpn/1claBPo4VTX4VFOiGFmdp10y1RV5c/NLVYIcEuIk7lGcE/aUctZnU2lSVbvsraPibypTsnLv6dwM7/KWNGD75zjnQbNasY8q1avjUu1MjzqPPeyjTPM8QQ0XqKNB3kM84gnPxqURG2Pj7jPVyGnNLr4t4+EDpYSQXg==</latexit>

q(v)
<latexit sha1_base64="UF5FS9y4ZuY+IGmACGNBLP6LIrM=">AAACyXicjVHLTsJAFD3UF+ILdemmkZjghrRookuiGxM3mMgjQWLaYcBKX7RTIhJW/oBb/THjH+hfeGcsiUqMTtP2zLn3nJl7rx26TiwM4zWjzc0vLC5ll3Mrq2vrG/nNrXocJBHjNRa4QdS0rZi7js9rwhEub4YRtzzb5Q27fyrjjSGPYifwL8Uo5G3P6vlO12GWIKo+HhSH+5PrfMEoGWrps8BMQQHpqgb5F1yhgwAMCTxw+BCEXViI6WnBhIGQuDbGxEWEHBXnmCBH2oSyOGVYxPbp26NdK2V92kvPWKkZneLSG5FSxx5pAsqLCMvTdBVPlLNkf/MeK095txH97dTLI1bghti/dNPM/+pkLQJdHKsaHKopVIysjqUuieqKvLn+pSpBDiFxEncoHhFmSjnts640sapd9tZS8TeVKVm5Z2lugnd5Sxqw+XOcs6BeLpkHpfLFYaFyko46ix3sokjzPEIFZ6iiRt63eMQTnrVzbaDdafefqVom1Wzj29IePgBEQZFr</latexit>

g
<latexit sha1_base64="besdf6RMasZWPjhP47RubFFKzfY=">AAAC5nicjVLLSsNAFD3GV62vqks3wSK4KkkVdFl047KifUAtkqTTdGiahGQilNJP0J1262/5BepfeGecglp8TEhy5tx7zsydO24c8FRY1vOcMb+wuLScW8mvrq1vbBa2tutplCUeq3lRECVN10lZwENWE1wErBknzBm4AWu4/TMZb9yyJOVReCWGMWsPHD/kXe45gqjLkT++KRStkqWGOQtsDYrQoxoVXnCNDiJ4yDAAQwhBOICDlJ4WbFiIiWtjRFxCiKs4wxh50maUxSjDIbZPX59mLc2GNJeeqVJ7tEpAb0JKE/ukiSgvISxXM1U8U86S/cl7pDzl3ob0d7XXgFiBHrF/6aaZ/9XJWgS6OFE1cKopVoysztMumToVuXPzU1WCHGLiJO5QPCHsKeX0nE2lSVXt8mwdFX9VmZKVc0/nZnj7tTqXXKkjdAHs7+2eBfVyyT4slS+OipVTfRVy2MUeDqjfx6jgHFXUyN/HHR4xMXrGvfFgTD5SjTmt2cGXYTy9A5mXl3I=</latexit>
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Figure 4: Visualization of Dequantization Methods.

from Section 3 that NF learns the PDF 𝑝 based on these dequantized
data. Then the probability of any discrete point, 𝑃 (𝑥), can be com-
puted by integration. Ideally, we hope that 𝑃 (𝑥) =

∫ 𝑥+𝑏𝑖𝑛
𝑥

𝑝 (𝑣)𝑑𝑣 ,
but it cannot hold exactly in real case, which can be well approxi-
mated by a sophisticated dequantization distribution.
Motivation of spline dequantization. There exist many optional
dequantization distributions, and uniform dequantization [40] is a
representative one. Suppose that we use it to model 𝑞(𝑣 |𝑥), which
generates noise uniformly for each discrete point. In our example,
these data points have 𝑏𝑖𝑛 = 1. Fig. 4 (b) visualizes the distribution
(green rectangles) of dequantized data, i.e., 𝑞(𝑣) = E𝑥∼𝑃 [𝑞(𝑣 |𝑥)].
The objective of a well-performed dequantization method is to make
𝑝 learned by NF well fit the data dequantized by 𝑞. However, it is
hard for NF to fit the data dequantized by uniform dequantization.
The reason is that 𝑝 is a continuous distribution that we want to
learn, but it is naturally difficult to learn from data obtained by a
discontinuous distribution 𝑞. Also, other existing works [12, 13]
cannot guarantee the continuity property.

Therefore, we propose a spline dequantization technique that
utilizes spline interpolation to construct a continuous dequantizing
distribution for each attribute.
Implementation of Spline Dequantization.Nextwe discuss how
to dequantize discrete data using the continuous spline dequanti-
zation distribution. The general solution consists of two steps. (1)
Construct a cumulative distribution function (CDF) of each attribute
using spline interpolation. (2) Use the CDF to generate dequantized
data 𝑣 , which will be leveraged by NF for training. The basic idea of
the above steps is that, to derive a continuous dequantization dis-
tribution 𝑞, we construct a continuously differentiable CDF. Hence,
since 𝑞 is the derivation of the CDF, 𝑞 is naturally continuous.

For example, as shown in Fig. 4 (b), the CDF of the uniform
dequantization is not continuously differentiable, so 𝑞 is not contin-
uous and the generated dequantized data is hard to fit. Therefore,
it requires to construct a high-quality CDF.
CDF construction. Considering a discrete attribute 𝐴𝑖 with do-
main size 𝑠 = |𝐴𝑖 |, we abuse 𝑎 to denote the random variable that
𝐴𝑖 can take. For each 𝑥 𝑗 ∈ 𝐴𝑖 (𝑥 𝑗 denotes the 𝑗-th smallest value
in 𝐴𝑖 ), we can easily compute the probability that the attribute
will take a value less than 𝑥 𝑗 , i.e., 𝑃 (𝑎 < 𝑥 𝑗 ), which can be used
to construct a CDF. To be specific, first, we plot the points, i.e.,
(𝑥1 = 0, 𝑃 (𝑎 < 𝑥1)), (𝑥2 = 1, 𝑃 (𝑎 < 𝑥2)), ..., (𝑥 𝑗 , 𝑃 (𝑎 < 𝑥 𝑗 )),...,
(𝑥𝑠 + 𝑏𝑖𝑛, 1) on coordinates, as shown in Fig. 4 (c). Second, we use
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