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ABSTRACT
Big spatial data has become ubiquitous, from mobile applications

to satellite data. In most of these applications, data is continuously

growing to huge volumes. Existing systems for big spatial data or-

ganize records at either the record-level or block-level. Systems that

use record-level structures include key-value stores and LSM-Tree

stores, which support insert and delete operations and they are

optimized for highly-selective queries. On the other hand, systems

like GeoSpark that use block-level structures (e.g. 128 MB each) are

more efficient for analytical queries, but they cannot incrementally

maintain the partitioned data and do not support delete operations.

This paper proposes a general framework that enables block-level

systems to incrementallymaintain spatial partitions, in the presence

of bulk insertions and deletions, in distributed file system (DFS)

blocks. We first formally study the incremental spatial partitioning

problem for big data and demonstrate its NP-hardness. Then, we

propose a cost model to estimate the performance of queries on the

partitioned data and the effect of modifying it as the data grows.

After that, we provide three different implementations of the in-

cremental partitioning framework. Comprehensive experiments on

large real datasets show that our proposed partitioning algorithms

outperforms state-of-the-art spatial partitioning methods.
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1 INTRODUCTION
Spatial data is being produced at increasing rates from various

sources such as mobile applications and satellite data. For example,

there is an average of 500 million tweets sent every day [55] from

users at different spatial locations. NASA EOSDIS adds about 6.4 TB

of data to its archives every day [27]. In all these applications, data

is not only large in volume, but it is also continuously growing and

changing. These characteristics urged the research community and

industry to develop new systems for big spatial data [24, 59, 61].
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When organizing spatial data, there are two main approaches,

depending on the query processing needs of the system. If the

focus is on highly selective queries (e.g. point look-up, top-k), the

data is indexed; in the first approach (termed record-level) every
record finds its exact position in the index structure (e.g., R-tree [31]

and quad-tree [51]) so that the highly selective query will access

a very few records using the index structure. While such queries

are fast, there is an overhead in maintaining the index. On the

other hand, if the focus is on analytical queries (e.g. aggregates,

spatial joins [50], kNN joins [40], polygon union [22], convex hull,

Voronoi diagram [37], DBSCAN [33], etc.), it is better to partition

the data at a coarser granularity. Here, the exact record position

is not important; rather records are organized in partitions (e.g.,

hash or range partitioning). After a record’s partition is identified,

its position within the partition is not important. This is because

an analytical query will read all records in each partition that it

accesses. As a result, the second approach (termed block-level) incurs
less overhead in creating and maintaining the partitions, compared

to the index maintenance of the record-level approach.

In order to support high ingestion or deletion rates while provid-

ing indexed access to files (record-level approach) systems use the

Log-Structured Merge-tree (LSM-Tree) data organization [4, 15, 48].

In an LSM-Tree, new records are inserted sequentially in (fast) main

memory to create a component file (also called memtable). After a

component file gets full, it is written sequentially to pages. Eventu-

ally component files in the pages are merged together and records

find their exact position in the index. Record-level approaches us-

ing the LSM-Tree include Apache HBase[32], Accumulo[1], As-

terixDB [5], MD-HBase [46], Parallel Secondo [38], BBoxDB [44],

and GeoMesa [35], among others. In these systems, a new record

is sent to one of the participating nodes and is then indexed by a

spatial index residing in that node. A highly selective query will run

in parallel on each node accessing only relevant records through

each node’s spatial index. While LSM-Tree allows such systems to

have high update rates, the amortized maintenance cost per record

remains high.

On the other hand, distributed query processing engines that

focus on analytical queries, such as Spark and Hadoop, follow the

block-level approach. Typically the block size is 128 MB, which is

much larger than a disk page (4-8KB) of the record-level storage en-
gines. Example systems that use this approach include Slalom [47],

for general purpose data analytics, and systems that are tailored

towards spatial data analytics (i.e. using spatial partitions) such as

SpatialHadoop [23], Simba [59], and GeoSpark [61], among oth-

ers [24]. Unfortunately, due to the sequential write limitation of DFS

(files are written sequentially to avoid expensive random writes),

like HDFS [52], Amazon S3 [8] and Microsoft Azure [10] Blob stor-

age, there is no mechanism that current block-level systems can

use to maintain their spatial partitions incrementally.
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Figure 1: Position of the proposed work in the context of
existing systems

The problem is exacerbated by the presence of updates. For exam-

ple, a Twitter analytics system must periodically delete bot tweets,

which are discovered by bot classifiers that run periodically on the

data. This requires efficiently handling batch updates, which are

currently not adequately handled by existing block-level platforms.

In this paper, we study how a system can combine both efficient
spatial analytic queries and high ingestion rates, as shown in Fig-
ure 1. Single-machine Spatial DBMS systems, e.g., PostGIS, provide

record-level indexing for relatively low ingestion rate that a sin-

gle machine can provide. Big-data Management Systems (BDMS)

and key-value stores, e.g., AsterixDB and GeoMesa, are able to

support very high ingestion rates for record-level indexes by us-

ing distributed LSM-Tree indexes. On the other hand, block-level

partitioning on big spatial data is supported by systems like Spa-

tialHadoop, GeoSpark and Simba but they can only support appli-

cations with low ingestion rates where the data can be occasionally

repartitioned. Furthermore, block-level systems naturally do not

support delete operation. The proposed framework in this paper

supports high insertion and deletion rates while incrementally par-

titioning the data in blocks. Hence, our proposed work can be viewed
as the LSM-equivalent for block-level spatial data, where the goal is
to avoid the high overhead of the record-level LSM merges.

This paper proposes a new framework that can efficiently sup-

port incremental big spatial datasets with batch ingestion, address-

ing the limitations of the state-of-the-art. We focus on ingestion/

deletion since for the applications we consider new data is con-

tinuously added, deleted, or updated. A first key property of the

proposed framework is to facilitate partitioning of data based on

their spatial attributes, so as to perform fewer accesses during

query time. The partitions are created and stored directly in DFS

which allows MapReduce and RDD programs to run directly on

the partitions. A second key property is to facilitate a pay-as-you-go

partition maintenance mechanism that can be optimized based on

the objectives of the application and the system workload.

To achieve these properties, the proposed framework has two

phases, namely, (i) data flushing, where new or deleted data is peri-

odically pushed to secondary storage, and (ii) partition optimization,
where the newly added/deleted data and the old partitions are

jointly maintained given cost budget constraints.

Initially, we formalize the partition optimization problem and

prove its NP-Hardness, which implies that building optimal par-

titions is non-trivial. Therefore, we break the problem into two

subproblems, namely: partition selection and partition reorganiza-
tion, which can be solved separately. The former gives us a set

of potential partitions to reorganize and the latter physically re-

organizes the records in the selected partitions. We focus on the

partition selection problem which is critical in the reorganization

process and has two key challenges. (a) how to formalize and esti-

mate the benefit of selecting a specific set of partitions to reorganize,

and (b) how to efficiently navigate the combinatorial search space

of partition subsets, given a reorganization budget. For that, we

introduce a novel block-based cost model for spatial partitioning

that estimates the processing cost for a range query, and propose

an algorithm to select a set of partitions to optimize this cost.

We implement three solutions to the partition selection problem,

termed, R*-Tree-Inspired Partitioning (R*P), LSM-Tree-Inspired Parti-
tioning (LSMP), and Cost Based Partitioning (CBP). R*P is inspired by

the node insert and node split algorithm in R*-tree. Similarly, LSMP

utilizes the idea of LSM-Tree merge policy to maintain its partitions.

Finally, CBP utilizes the proposed range query cost model so that it

can minimize the estimated query cost, given a limited reorganiza-

tion budget. The experimental results indicate that the proposed

cost model allows us to create a high performance incremental

partitioning scheme in terms of both partitioning time and query

throughput, as compared to our two straightforward solutions and

to state-of-the-art big spatial data systems.

In summary, the main contributions of this paper are:

• We introduce a comprehensive framework for incremental

spatial partitioning of large-scale spatial datasets.

• We formalize the partition optimization problem for incre-

mental spatial partitioning systems and prove its NP-Hardness.

• We propose three different implementations of the parti-

tioning frameworks, including an approximate algorithm to

solve partition optimization problem.

• We perform an extensive experimental evaluation on incre-

mental big spatial systems to measure their performance and

partitioning quality.

The rest of this paper is organized as follows: Section 2 reviews

related works. Section 3 gives an overview of the proposed frame-

work. Section 4 formalizes the partition optimization problem and

proves its NP-Hardness. Section 5 proposes a new cost model for

distributed spatial indexes. Section 6 shows the different incremen-

tal spatial partitioning techniques which implemented the proposed

framework. Section 7 shows experimental results to validate our

proposed work while Section 8 concludes the paper.

2 RELATEDWORK
The existing work for supporting big spatial data can be broadly

categorized into two categories, record-level systems and block-level
systems, as depicted in Figures 2(a) and 2(b).

Record-level Systems: Systems in this category address the

write limitation of DFS by utilizing the LSM-Tree [48] which con-

verts random writes to sequential writes and merges. This idea was

originally used to build key-value stores with a single-dimensional

index, e.g., BigTable [15], HBase [32], and Accumulo [1]. To extend

this idea to spatial data, some systems use space-filling-curves (SFC)

to convert the high-dimensional coordinates to a single dimension,
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Figure 2: Architecture of big spatial data access methods

e.g., MD-HBase [46], MongoDB [43], and GeoMesa [35]. Alterna-

tively, AsterixDB [5, 9] hash-partitions the records based on their

IDs and then builds an R-tree index for each LSM component.

The drawback of this category is the huge overhead in processing

the records since records have to be retrieved one-by-one through

the index which makes this approach suitable for highly-selective

queries that returns only a few records but does not scale for ana-

lytic queries that tend to process most or all the records.

Block-level Systems: Figure 2(b) indicates how the existing

block level approach builds spatial partitions at the block level di-

rectly on top of a DFS. The work in this category is geared towards

analytical queries that process huge amounts of data. Instead of

organizing the data at a record level, these systems organize them

in large blocks of 128 MB each. Examples include MapReduce-

based systems like SpatialHadoop [23] or Spark RDD systems like

GeoSpark [61] and Simba [59], streaming-based systems like Tor-

nado [41], and data warehousing systems like Sphinx [26]. Some of

these systems, e.g., Kangaroo [6], account for query workload but

are still limited to static data, i.e., all data needs to be repartitioned.

The main limitation of all these systems is that they cannot incre-

mentally maintain the data in a spatially partitioned way.Whenever

new records are inserted or old records are deleted, the data has

to be fully repartitioned to reach the best performance. To address

this limitation, there are several techniques on adaptive spatial data

partitioning such as AQWA [7], Schism [17], and others [2, 19, 56].

However, none of these techniques address the problem of incre-

mental partitioning in a distributed file system. They are either

limited to traditional database systems [2, 17, 19, 56] or in-memory

partitioning [7],

Proposed Work: Figure 2(c) shows the proposed work which

introduces the incremental spatial partitioner into the block-level

approach to enable incremental partitioning on DFS. In analogy

with record-level systems, this work plays the same role that the

LSM-Tree did to enable record-level indexing on the limited DFS,

i.e., it enables block-level systems to incrementally maintain spatial

partitions of the data without the need to modify files in DFS.

3 A GENERIC INCREMENTAL SPATIAL
PARTITIONING FRAMEWORK

Figure 3 gives an overview of the proposed framework for incre-

mental partitioning of big spatial data. This is a generic framework

in the sense that its steps can be implemented differently to produce

Current 
Partitions

New Data/
                                Deletion markers

           

Flushing Intermediate
Partitions

Partition Optimization

Final
Partitions

Partition 
Selection

Partition 
Reorganization

Figure 3: Overview of the proposed framework

various types of incremental partitioning schemes. This paper pro-

vides three different implementations that follow this framework.

The framework consists of two phases, data flushing and partition
optimization. The data flushing phase ingests a set of new records

and deletion markers into an existing, initially empty, partition

structure. To adhere with HDFS limitations, this step can only ap-

pend to existing files or write new files to produce an intermediate

unoptimized partitioning.

The second partition optimization phase takes the intermediate

partitioning and partially reorganizes it to produce an optimized

final partitioning. This phase first identifies a subset of partitions,

then it reorganizes their contents into a new set of partitions. In

Section 4, we prove that the partition optimization problem is NP-

hard. As it is impractical to find an optimal solution, we break the

problem into two sub-problems, partition selection and partition
reorganization, solved separately as discussed below.

The partition selection step identifies a subset of bad partitions to
be reorganized. The second step, partition reorganization, processes
the selected partitions by reorganizing their contents into a set of

new partitions; old partitions are then deleted. Since HDFS does

not allow random updates, the modified files have to be completely

rewritten.

We proceed by first describing the layout of the partition on the

distributed file system; then we provide more details about the three

main steps of our framework (data flushing, partition selection, and

partition reorganization).

3.1 Partition layout
This paper focuses on block-level partitioning in which each par-

tition fits in one 128-MB HDFS block [52]. Local indexing can be

employed to determine the internal format of each 128 MB block.

However, this is outside the scope of this paper since we focus on

analytical queries which are only marginally improved by local

indexes [23]. Each partition is stored on disk as a separate file. Ad-

ditionally, a master file stores the metadata of the partitions which

consists of a partition ID, the minimum bounding rectangle (MBR)

of the partition, number of records, total size of records marked

for deletion, and total size of non-deleted records. The master file

acts like the global index of partitioned data. A spatial query starts

by examining the master file to decide which partitions to process,

e.g., the partitions that overlap the area of interest. Then, the se-

lected partitions are processed in parallel using MapReduce [18] or

RDD [62]. If multiple master files exist, the most recent one is used

to adhere with multiversion concurrency control schemes.
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3.2 Data flushing phase
As shown in Figure 3, the data flushing phase takes a batch of new

data or deletion markers and ingests it to the partitioning. Typically,

systems that deal with big data, buffer these updates in memory

and trigger the flushing phase when the in-memory component

reaches a pre-specified threshold, e.g., 4GB. Since this phase is

triggered while the system is hot and accepting updates to the data,

it prioritizes the insertion time over the quality of the partition.

This allows the system to continue accepting new records at the

highest rate with minimal partition maintenance overhead. In this

proposed framework, we limit the flushing phase to appending to

existing files and writing new files. This limitation is driven by the

DFS limitation and also helps in reducing the amount of disk IO,

which is equal to the batch size. Themaster file is not changed until
the flushing phase is complete which makes all the changes hidden

to the query processing. Once the flushing process completes, all

the changes become visible by writing a new version of the master

file that reflects the updates.

This paper considers two flushing techniques, namely, append,
which appends records to existing partitions; and LSM flush, which
creates a new set of partitions (that logically form a new LSM

component). Both are described in detail in Section 6.

3.3 Partition selection
The partition selection step identifies target partitions that need
to be deleted and reorganized. We design this step to run under a

system constraint which limits the amount of disk IO in this process

(read + write). The goal is to choose a small subset of bad partitions,
e.g., overlapping partitions, that are lowering the quality of the

partitioning and reorganize them to boost its quality. For efficiency,

this step operates only on the partition metadata, e.g., MBR and

size, from the latest master file. Therefore, this step only takes a

fraction of a second which is negligible on the performance but its

result has a significant impact on the quality of the partition and

the overall reorganization time.

3.4 Partition reorganization
Given a list of target partitions from the previous step, the partition

reorganization step completes the partition optimization phase by

physically rewriting those partitions into highly-optimized parti-

tions, with the removal of records which are marked for deletion.

This step is generic and can use any existing static partition con-

struction algorithm for big spatial data. The cost of this step is linear

in the total size of selected partitions since it runs in one scan over

the repartitioned data.

4 PARTITION OPTIMIZATION PROBLEM
4.1 Preliminaries and problem definition
To formulate the problem, we first present the following definitions;

notations are summarized in Table 1:

• 𝑟 (𝑚𝑏𝑟, 𝑠𝑖𝑧𝑒, 𝑖𝑠_𝑑𝑒𝑙𝑒𝑡𝑒𝑑): a record 𝑟 is represented by its mini-

mum bounding rectangle (MBR) and size in bytes. In addition,

𝑖𝑠_𝑑𝑒𝑙𝑒𝑡𝑒𝑑 is a Boolean tombstone flag with value {0, 1} to
indicate whether this is a deleted record.

• 𝑏: default block size in the file system, e.g., 128 MB.

Table 1: Table of notations

Notation Description
𝑟 a record.

𝑏 default block size, e.g., 128 MB.

𝐷 a dataset 𝐷 is a set of records.

𝑀𝐵𝑅 (𝐷) the MBR of a set of records D.

𝑝𝑠𝑖𝑧𝑒 (𝐷) the physical size of D.

𝑐𝑠𝑖𝑧𝑒 (𝐷) the condensed size of D.

𝑝𝑏𝑙𝑜𝑐𝑘𝑠 (𝐷) the number of physical blocks of D.

𝑐𝑏𝑙𝑜𝑐𝑘𝑠 (𝐷) the number of condensed blocks of D.

𝑃 A global partitioning (set of partitions)

𝑇 (𝑃, 𝑃 ′) The disk IO cost to transform 𝑃 to 𝑃 ′

𝐶 (𝑃 ) Function to compute query cost on 𝑃

• 𝐷 = {𝑟1, . . . , 𝑟𝑛}: a dataset 𝐷 is a set of records.

• 𝑀𝐵𝑅(𝐷) = ⋃𝑛
𝑖=1𝑚𝑏𝑟 (𝑟𝑖 ): the MBR of a set of records is the

minimum MBR that contains the MBRs of all its records.

• 𝑝𝑠𝑖𝑧𝑒 (𝐷) = ∑𝑛
𝑖=1 𝑠𝑖𝑧𝑒 (𝑟𝑖 ): the physical size of a set of records

is the sum of all record sizes. This indicates the disk space

needed to store these records.

• 𝑐𝑠𝑖𝑧𝑒 (𝐷) = ∑𝑛
𝑖=1 (1 − 2 · 𝑖𝑠_𝑑𝑒𝑙𝑒𝑡𝑒𝑑𝑖 ) · 𝑠𝑖𝑧𝑒 (𝑟𝑖 ): the condensed

size of a set of records is the size this set would occupy if

deleted records are removed. It is computed by subtracting

the size of deleted (tombstone) records.

• 𝑝𝑏𝑙𝑜𝑐𝑘𝑠 (𝐷) =
⌈
𝑝𝑠𝑖𝑧𝑒 (𝐷)

𝑏

⌉
: is the number of physical blocks

for a set of records.

• 𝑐𝑏𝑙𝑜𝑐𝑘𝑠 (𝐷) =
⌈
𝑐𝑠𝑖𝑧𝑒 (𝐷)

𝑏

⌉
: is the number of physical blocks D

will occupy if condensed..

• 𝑃 = {𝑝1, . . . , 𝑝𝑚}: A global partitioning state, hereafter will

be simply called a partitioning, of a dataset is a set of par-
titions 𝑝𝑖 , where each partition is a subset of the input 𝐷 .

Partitions satisfy the following three constraints, (1) 𝑝𝑖 ⊆ 𝐷 ,

(2) 𝑝𝑖 ∩ 𝑝 𝑗 = ∅,∀𝑖 ≠ 𝑗 , and (3)

⋃
𝑖 𝑝𝑖 = 𝐷 . Similar to the

dataset 𝐷 , we can also compute 𝑀𝐵𝑅, 𝑝𝑠𝑖𝑧𝑒 , 𝑐𝑠𝑖𝑧𝑒 , 𝑝𝑏𝑙𝑜𝑐𝑘𝑠

and 𝑐𝑏𝑙𝑜𝑐𝑘𝑠 of every 𝑝𝑖 ∈ 𝑃 . In this work, we assume the

records inside a partition are not indexed (i.e., there is no

local index), but this decision is orthogonal to the reorganiza-

tion problem that we study. Previous work[23] showed that

local indexes have little impact on the overall performance

of analytical queries on big spatial data.

• 𝑇 (𝑃, 𝑃 ′): Given two partitions, 𝑃 and 𝑃 ′, the cost to transform
𝑃 to 𝑃 ′ is defined as the number of blocks to read from 𝑃 and

the cost of writing new condensed partitions in 𝑃 ′.

𝑇 (𝑃, 𝑃 ′) =
∑

𝑝𝑖 ∈𝑃\𝑃 ′
𝑝𝑏𝑙𝑜𝑐𝑘𝑠 (𝑝𝑖 ) +

∑
𝑝𝑖 ∈𝑃\𝑃 ′

𝑐𝑏𝑙𝑜𝑐𝑘𝑠 (𝑝𝑖 )

• 𝐶 (𝑃, 𝑠) is a function that measures the average cost of run-

ning a range query with size 𝑠 ×𝑠 on 𝑃 . This metric, formally

defined in Section 5.1, reflects how good the partitioning is

for spatial query processing.

Partition Optimization Problem Given a dataset 𝐷 with parti-
tioning 𝑃 , a fixed number of accessed blocks 𝐵 and a query size 𝑠 × 𝑠 ,
find a new partitioning 𝑃 ′ which can be transformed from 𝑃 where
𝑇 (𝑃, 𝑃 ′) ≤ 𝐵 and 𝐶 (𝑃 ′, 𝑠) is minimized.
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4.2 The NP-Hardness of the problem
We proceed to prove that a simplified version of the partition opti-

mization problem is NP-Hard (and hence the partition optimization

problem is also NP-Hard). In particular, we show that if we have a

quality function that is defined independently for each partition,

the problem can be reduced from the well-known 0-1 Knapsack

problem.

(0-1 Knapsack) Given a set of n items numbered from 1 to 𝑛, each
with weight 𝑤𝑖 and value 𝑣𝑖 , and a maximum weight capacity𝑊 ,
find a vector 𝑋 = {𝑥1, . . . , 𝑥𝑛} that:

maximize

𝑛∑
𝑖=1

𝑣𝑖𝑥𝑖

subject to

𝑛∑
𝑖=1

𝑤𝑖𝑥𝑖 ≤𝑊 and 𝑥𝑖 ∈ {0, 1}

Reduction Algorithm:We transform the 0-1 Knapsack prob-

lem to the following partition optimization problem:

• Define 𝐷 as a set of 𝑛 records where the size of each record

𝑟𝑖 is𝑤𝑖 .

• The current partitioning 𝑃 contains 𝑛 partitions, where each

partition contains only one record, 𝑝𝑖 = {𝑟𝑖 }.
• The budget 𝐵 is equal to the weight capacity𝑊 , and the

block size 𝑏 = 1.

• The cost function for one partition 𝑐 (𝑝, 𝑠) is:

𝑐 (𝑝, 𝑠) =
{

0 𝑖 𝑓 |𝑝 | = 1∑
𝑟𝑖 ∈𝑃 𝑣𝑖 −

∑
𝑟𝑖 ∈𝑝 𝑣𝑖 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

Finally, we define 𝐶 (𝑃, 𝑠) = ∑
𝑝𝑖 ∈𝑃 𝑐 (𝑝𝑖 , 𝑠). In particular, the

cost for a partitioning state 𝑃 is the total of cost for each

partition in 𝑃 .

To complete the proof, we need to show that (1) the optimal

answer can be mapped between the two problems, and (2) both the

problem reduction and the answer mapping require a polynomial

time.

(1) Assume that the optimal solution for the 0-1 Knapsack prob-

lem is 𝑋 = {𝑥1, . . . , 𝑥𝑛}. The set of items with 𝑥𝑖 = 1 correspond to

a subset of records 𝑅 = {𝑟𝑖 |𝑥𝑖 = 1}. In this case, there is an optimal

answer 𝑃 ′ where each item 𝑥𝑖 = 0 maps to a partition with one

record 𝑝𝑖 = {𝑟𝑖 }, and all the items with 𝑥𝑖 = 1 are combined in one

partition 𝑅. On the other hand, given an optimal answer 𝑃 ′ to the

partition optimization problem, we can map it to an optimal answer

to the 0-1 Knapsack as follows: Each record 𝑟𝑖 ∈ 𝑝 ′
𝑗
where |𝑝 ′

𝑗
| = 1

will be mapped to 𝑥𝑖 = 0, otherwise, if |𝑝 ′
𝑗
| ≥ 2, 𝑟𝑖 is mapped to

𝑥𝑖 = 1. The key idea is that all partitions selected to be modified by

the partition optimization problem as an optimal solution will have

a total cost equal to the weights of their records and the answer

will have a quality equal to the total value of those selected records.

(2) Both the reduction algorithm and the answer mapping above

require𝑂 (𝑛) time complexity, i.e., the reduction process is a polynomial-

time algorithm.□

5 COST-BENEFIT ANALYSIS OF THE
PARTITION SELECTION PROCESS

Given that the partition optimization problem is NP-hard, we break

it into two smaller sub-problems: partition selection, which selects a

subset of partitions to be reorganized, and partition reorganization,
which reorganizes the records in the selected partitions. Previous

work on static indexes for big spatial data [20, 23, 39, 57, 59] can

be used to solve the second problem while there has been little

attention to the first one. This section focuses on the first problem,

provides a theoretical analysis, and develops a cost model for it.

The key idea is to create an accurate cost model for range queries

and use it as a proxy for the quality of the partitions (Section 5.1).

We use range queries as they are the most fundamental operation

in spatial data analytics and it was shown to strongly predict the

performance of indexes for other queries [20, 34]; range query is

commonly used as the building block for other spatial operations

such as joins or aggregations, as we discuss below. Then, we define

a benefit function that uses the cost model to estimate the improve-

ment in the partition quality for any subset of selected partitions

(Section 5.2). The next section will show how to use this cost model

to solve the partition selection problem.

5.1 Range query cost model in HDFS
We build on previous research which showed that the cost of a

range query is a good proxy for the quality of a spatial partitioning

method (i.e., a partitioning state 𝑃 ) even for analytical queries such

as spatial join [20, 34]. Given a fixed range query of size 𝑠 × 𝑠 , our

cost model estimates the total number of blocks and total size of data

that it will process. This cost model allows us to maintain optimized

partitions without the awareness of query workload. Building an

adaptive spatial partitioning method is outside the scope of this

paper.

Traditional range query cost models [3, 12, 16, 54] focused on

estimating the number of disk pages required to answer the query

or the query size. This made sense for traditional DBMS algorithms

which access data from a regular disk with a relatively small disk

page, e.g., 8 KB. The assumption was that a disk page is the smallest

access unit to a disk which makes the cost uniform on all disk pages

regardless of how many actual records are in each page.

When transitioning to the distributed file system, the previous

assumptions no longer hold. In HDFS, data is stored in blocks

which can vastly vary in size from a few megabytes up-to 128 MB.

Therefore, the cost of accessing each block is no longer uniform. In

addition, we have an opportunity to build a more accurate estimate

as compared to traditional models. In traditional DBMS, the cost es-

timation is part of the query optimization which should take only a

few milliseconds. However, this work uses this cost model as part of

the index optimization step which can take tens or hundreds of sec-

onds so we have an opportunity to run a model that takes a second

or two without significantly hurting the overall performance.

Our analysis starts with an 𝑠 × 𝑠 square-shaped query and tries

to estimate its cost.This cost model considers square queries for the

sake of simplicity but it can be extended for general rectangular

range queries. 𝑠 is a system parameter that can be set to the most

common query size expected by the application. Assume that 𝑃 =

{𝑝1, . . . , 𝑝𝑚} is a partitioning state of a spatial dataset 𝐷 . Suppose
that 𝑤 (𝑝𝑖 ) and ℎ(𝑝𝑖 ) are the width and height of a partition 𝑝𝑖 ,

respectively. Figure 4 shows the two possible relationships of a

query 𝑞 to the partition 𝑝𝑖 . As shown in the figure, the query 𝑞1 is

disjoint with the partition 𝑝𝑖 which means that such query does
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Figure 4: Relationship of a range query with a partition

not have to process the partition 𝑝𝑖 . On the other hand, the query

𝑞2 overlaps 𝑝𝑖 and hence needs to process that partition to produce

the answer. We compute the probability of a query of size 𝑠 × 𝑠

being disjoint or overlapping with the partition 𝑝 . To do that, we

define a buffer region 𝐵𝑖 that expands 𝑝𝑖 with a buffer size of 𝑠/2 in
all directions. We can easily see that if the center of the query falls

inside the buffer region (e.g., 𝑞2), it overlaps the partition; otherwise,

it is disjoint. For a random square range query 𝑞𝑖 of size 𝑠 × 𝑠 with

its center in the domain space 𝑀𝐵𝑅(𝐷), the probability that the

center of 𝑞𝑖 falls inside the buffer region is the ratio of the area of

𝐵𝑖 over the area of the domain space 𝑀𝐵𝑅(𝐷). Thus the average
number of blocks that are contributed from 𝑝𝑖 for query 𝑞𝑖 is:

𝑐𝑏 (𝑝𝑖 , 𝑠) =
(𝑤 (𝑝𝑖 ) + 𝑠) (ℎ(𝑝𝑖 ) + 𝑠)

𝑤 (𝑃)ℎ(𝑃) · 𝑝𝑏𝑙𝑜𝑐𝑘𝑠 (𝑝𝑖 ) (1)

In addition, the average amount of data in bytes that is scanned

from 𝑝𝑖 for query 𝑞𝑖 is:

𝑐𝑠 (𝑝𝑖 , 𝑠) =
(𝑤 (𝑝𝑖 ) + 𝑠) (ℎ(𝑝𝑖 ) + 𝑠)

𝑤 (𝑃)ℎ(𝑃) · 𝑝𝑠𝑖𝑧𝑒 (𝑝𝑖 ) (2)

To process a query in HDFS, first, there is a fixed cost to locate

overlapping blocks, which correlates with number of partition’s

blocks. Second, there is a cost to scan the entire partition, which

correlates with partition size. Therefore, the total cost (running

time) to complete a square query with size 𝑠 × 𝑠 can be represented

as the following:

𝐶 (𝑝𝑖 , 𝑠) = 𝑘𝑏 · 𝑐𝑏 (𝑝𝑖 , 𝑠) + 𝑘𝑠 · 𝑐𝑠 (𝑝𝑖 , 𝑠) (3)

The hardware-specific coefficients 𝑘𝑏 and 𝑘𝑠 have units of sec-

onds/block and seconds/byte, respectively; together, they unify the

cost units to seconds. We determine these constants as the follows:

1) run a small number of range queries with varying number of

blocks and sizes, 2) collect 𝑐𝑏 , 𝑐𝑠 and 𝐶 , 3) fit these data points to

a linear regression model. Overall, the average processing time to

answer a query 𝑞𝑖 on the partitions of 𝑃 can be estimated as follows:

𝐶 (𝑃, 𝑠) =
∑
𝑝𝑖 ∈𝑃

𝐶 (𝑝𝑖 , 𝑠) = 𝑘𝑏 ·
∑
𝑝𝑖 ∈𝑃

𝑐𝑏 (𝑝𝑖 , 𝑠) + 𝑘𝑠 ·
∑
𝑝𝑖 ∈𝑃

𝑐𝑠 (𝑝𝑖 , 𝑠) (4)

5.2 Reorganization benefit
This section shows how to use the range query cost model de-

scribed above to estimate the benefit of the reorganization step. We

define the benefit as the reduction in the range query cost after

the reorganization process, i.e., cost after subtracted from the cost

before. To formalize the benefit calculation, suppose that the state

of partitioning at timestamp 𝑡 is 𝑃𝑡 (intermediate partitions) and

after reorganization it will be 𝑃𝑡+1 (final partitions) as presented in

Figure 3. Now, assume that the partition selection step has selected

a group of partitions 𝐺𝑡 = {𝑝1, . . . , 𝑝𝑛} ⊆ 𝑃𝑡 to be reorganized.

After these partitions are reorganized, they will produce a new set

of partitions𝐺𝑡+1 = {𝑝 ′
1
, . . . , 𝑝 ′𝑚} ⊆ 𝑃𝑡+1. We define the reorganiza-

tion benefit of𝐺𝑡 as the reduction of query cost when the partitions

are reorganized from 𝑃𝑡 to 𝑃𝑡+1.

𝐵𝑒𝑛𝑒 𝑓 𝑖𝑡 (𝐺𝑡 , 𝑠) = 𝐶 (𝑃𝑡 , 𝑠) −𝐶 (𝑃𝑡+1, 𝑠) (5)

We can rewrite 𝑃𝑡 as (𝑃𝑡 −𝐺𝑡 ) ∪𝐺𝑡 and similarly 𝑃𝑡+1.

𝐵𝑒𝑛𝑒𝑓 𝑖𝑡 (𝐺𝑡 ,𝑠)=𝐶 ( (𝑃𝑡−𝐺𝑡 )∪𝐺𝑡 ,𝑠)−𝐶 ( (𝑃𝑡+1−𝐺𝑡+1)∪𝐺𝑡+1,𝑠) (6)

Since our cost function 𝐶 is linear, we can apply super position as

follows.

𝐵𝑒𝑛𝑒 𝑓 𝑖𝑡 (𝐺𝑡 , 𝑠) = 𝐶 (𝐺𝑡 , 𝑠) −𝐶 (𝐺𝑡+1, 𝑠)
+𝐶 (𝑃𝑡 −𝐺𝑡 , 𝑠) −𝐶 (𝑃𝑡+1 −𝐺𝑡+1, 𝑠)

(7)

But 𝑃𝑡 − 𝐺𝑡 ≡ 𝑃𝑡+1 − 𝐺𝑡+1, which are the set of non-selected

partitions. Their cost is the same which means that the benefit of

reorganizing 𝐺𝑡 is:

𝐵𝑒𝑛𝑒 𝑓 𝑖𝑡 (𝐺𝑡 , 𝑠) = 𝐶 (𝐺𝑡 , 𝑠) −𝐶 (𝐺𝑡+1, 𝑠) (8)

Finally, we can utilize Equation 8 to compute the benefit of the

reorganization step that transforms 𝑃𝑡 to 𝑃𝑡+1. To understand the

key idea behind the computation of cost reduction, i.e., benefit,

Figure 5 illustrates three examples of partitions before and after

reorganization. For simplicity, we assume 𝑘𝑏 = 1 and 𝑘𝑠 = 0, then

the total cost in Equation 4 becomes 𝐶 (𝑃, 𝑠) = ∑
𝑝𝑖 ∈𝑃 𝑐𝑏 (𝑝𝑖 , 𝑠). In

all three examples, we assume that the area of data space is𝑤 (𝑃) ·
ℎ(𝑃) = 10 and query size 𝑠 = 0.5. In Figure 5(a), a single partition

𝑝1 with four blocks is reorganized into four single-block partitions.

According to the simplified cost model and Equation 1, 𝐶 (𝑝1, 𝑠) =
(2+0.5) (2+0.5)

10
·4 = 2.5 and

∑
𝑖=2...5𝐶 (𝑝𝑖 , 𝑠) = 4· (1+0.5) (1+0.5)

10
·1 = 0.9.

So, we say that the reduction in cost is 2.5 − 0.9 = 1.6. This value

means that if we reorganize 𝑝1 into 4 smaller partitions, we would

reduce 1.6 block accesses on average to answer a square query with

size 0.5 × 0.5. This case indicates that partitioning a multi-block

partition into several single-block partitions improves the cost.

The second case in Figure 5(b) gives an example of partition-

ing two overlapping partitions. According to our cost model the

cost before reorganizing is 𝐶 (𝑝1, 𝑠) + 𝐶 (𝑝2, 𝑠) = 2 · (2+0.5) (2+0.5
10

·
3 = 3.75 while the cost after reorganizing is

∑
𝑖=3...8𝐶 (𝑝𝑖 , 𝑠) =

6 · (1+0.5) (1+0.5)
10

· 1 = 1.35. The cost reduction is 2.4. This case indi-

cates that partitioning overlapping partitions provides additional

cost reduction.

Figure 5(c) shows an example of splitting one partition 𝑝1 with

empty regions into two blocks 𝑝2 and 𝑝3 while uncovering that

empty region. In this case, we can calculate the cost as 𝐶 (𝑝1, 𝑠) =
(2+0.5) (2+0.5)

10
·2 = 1.25 and𝐶 (𝑝2, 𝑠)+𝐶 (𝑝3, 𝑠) = 2 · (1+0.5) (1+0.5)

10
·1 =

0.45. The reduction in the cost is 0.8. Thus reorganizing a partition

that contains dead space reduces the cost.
In summary, the proposed benefit model favors the creation of

the smallest number of single-block partitions. This fits well with
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Figure 5: Different scenarios for reorganizing a group of partitions to reduce the estimated cost and improve the quality

the DFS design that will always split large files into single blocks

that are processed individually. Further, the overhead that we add

on each partition is minimal, i.e., MBR and size.

To estimate the benefit of a reorganization scheme (estimated

cost reduction), we would like to take these three cases into account.

Nevertheless, it would be hard to account for case 3 (Figure 5(c))

since it requires extra information about the data distribution inside

the partition which is not available in the master file. Therefore, our

benefit computation only accounts for the first two cases. The chal-

lenge here is we would not know how 𝐺𝑡+1 looks like to compute

the benefit in Equation 8 until we actually reorganize𝐺𝑡 . However,

our goal is to use that equation to select the best subset 𝐺𝑡 ⊆ 𝑃𝑡
in the partition selection process, which promises the maximum

benefit. Therefore, we need to be able to estimate 𝐵𝑒𝑛𝑒 𝑓 𝑖𝑡 (𝐺𝑡 , 𝑠)
without physically reorganizing 𝐺𝑡 , i.e., without knowing 𝐺𝑡+1. To
resolve this issue, we compute a prediction 𝐺𝑡+1 of 𝐺𝑡+1 and use it

to calculate a prediction (estimate) of the benefit. In this case, 𝐺𝑡+1
is a set of partitions that we predict to produce after the reorga-

nization step runs. In order to estimate 𝐺𝑡+1, we assume that the

partition reorganization step will produce𝑚 = 𝑐𝑏𝑙𝑜𝑐𝑘𝑠 (𝐺𝑡 ) single-
block, square-shaped, equi-sized, and non-overlapping partitions.

Since all the estimated resulting partitions are identical, their total

area is equal to the area of the selected partitions 𝐺𝑡 . Hence, the

estimated side length of each of the new partitions 𝑝 ′
𝑖
,∀𝑖 = 1 . . .𝑚

is calculated as:

𝑤̂ (𝑝 ′𝑖 ) = ˆℎ(𝑝 ′𝑖 ) =

√
𝑤 (𝐺𝑡 ) · ℎ(𝐺𝑡 )
𝑐𝑏𝑙𝑜𝑐𝑘𝑠 (𝐺𝑡 )

(9)

Although this is an ideal case that might not always happen, it

is a good indicator of how far the cost might go down. The actual

output of the reorganization step might have a higher cost (if the

partitions are overlapping and not square) or a lower cost (if a

dead space was uncovered). Finally, the estimated benefit when we

reorganize 𝐺𝑡 to 𝐺𝑡+1 is:

�𝐵𝑒𝑛𝑒 𝑓 𝑖𝑡 (𝐺𝑡 , 𝑠) = 𝐶 (𝐺𝑡 , 𝑠) −𝐶 (𝐺𝑡+1, 𝑠) (10)

Because we can compute 𝐺𝑡 and 𝐺𝑡+1 before the partition reor-

ganization process, the estimated benefit in Equation 10 is a good

indicator to help us choose the partitions for reorganization with

maximum benefit, given a limited disk IO budget. We proved that

this is a NP-Hard problem. Therefore, we will use a greedy strategy

to solve this problem, which will be discussed in Section 6.3.

6 PROPOSED INCREMENTAL PARTITIONING
ALGORITHMS

This section presents three approaches to instantiate the incremen-

tal partitioning framework in Section 3. The first two approaches,

R*P and LSM-P, are inspired by the R*-tree [11] and LSM-tree [48],

respectively, to implement the three steps in Figure 3. The third

approach, Cost Based Partitioning (CBP), uses the proposed benefit

model to maximize the estimated benefit and lowers the cost of the

partitions.

Comparing the three approaches, R*P is designed to only split

overflowing partitions as they get larger but cannot merge small

partitions when they become partly empty. In contrast, LSMP only

merges partitions together based on its merging policy but cannot

split a single large partition. As a result, R*P and LSMP might not

performwell for the incremental datasets with spatially overlapping

insertion/deletion batches. This motivated us to design CBP, which

can overcome these limitations. In particular, CBP periodically

reorganizes the partitions, essentially both splitting and merging,

measuring the benefit using Equation 10. This strategy allows CBP

to behave well for a wider range of spatial ingestion workloads.

We use R*-Grove [58] as the spatial partitioning algorithm in all

approaches to guarantee a good partition load balance, but it could

be replaced by other spatial partitioning techniques such as Grid

File [45], Kd-tree [13], Quad-Tree [28, 51], or Hilbert R-Tree [36].

All of these techniques are sample-based partitioning [20], which

supports common spatial data type such as point, line, polygon,

circle, etc, with either disjoint or non-disjoint objects.

6.1 R*-Tree-inspired partitioning (R*P)
This section describes an adaptation of the traditional R*-tree in-

dex [11] to the incremental partitioning problem by implementing

the three steps of the partitioning framework: flushing, partition
selection, and partition reorganization. The general idea is to treat

each partition as a leaf node in the R*-tree. The details of the three

steps are described below.

Data Flushing: The flushing step uses the R*-tree insertion al-

gorithm to choose a partition for each record and append it, as

shown in Figure 6(a). The inputs to this flushing process are the cur-

rent partition and a non-partitioned batch of new or to-be-deleted

records. Based on the MBRs of the current partitions, the flushing

process scans the records in the non-partitioned batch and appends

each record to one of the partitions following the R*-tree Choos-

eSubtree method (i.e., choose the partition that requires the least
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Figure 6: Data flushing in different techniques

overlap enlargement as detailed in [11]). The output of this flush-

ing phase is a set of intermediate partitions which contains the

same number of partitions as the input but the contents of these

partitions include the new data records and the markers for deleted

records.

Partition Selection: After the flushing phase is complete, the

partition selection step identifies the partitions that need to be

reorganized. Following the standard R*-tree design, this step simply

selects all the overflow partitions that go beyond a maximum size𝑀 ,

in this case, 128 MB. For example, in Figure 7(a), partition 𝑝1, 𝑝3 is

selected for reorganization because theywent beyond themaximum

partition size. Notice that we cannot implement the forced reinsert

technique in R*-tree since random updates are not allowed in HDFS.

Partition Reorganization: This step reorganizes the partitions
selected by the previous step using the R*-Grove [58] partitioning

method. Overall, R*P is not suitable for datasets which require

a high rate of record deletion or update. In particular, R*P only

splits partitions into smaller partitions, while there is no merge

mechanism for partitions which contain deleted records. As a result,

there might be many small partitions when the datasets are updated

over time as shown in Figure 7(a).

6.2 LSM-tree-inspired partitioning (LSMP)
In the traditional LSM-Tree [48], each batch is flushed and indexed

as a separate LSM component. An LSM compaction policy merges

these components depending on their sizes and order of creation.

We adapt our generic partitioning framework to support an LSM

variation where each component is indexed by an R*-Tree.

Data Flushing: In the data flushing phase, the new batch is

partitioned as an R*-Tree, similar to [23]. Since the batch can be

bigger than an HDFS block, it might consist of multiple partitions.

(a) R*P partition reorganization
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Figure 7: Partition optimization in different techniques

Figure 6(b) shows a data flushing process (termed as LSMP Flushing)

in which the new batch is partitioned into a new component 𝐶3,

besides the current components 𝐶1,𝐶2 of our LSM partition. In an

auxiliary component file, we store the component ID and creation

order for each component. LSMP flushing requires the same disk

IO as R*P Flushing, but it creates new partitions while the number

of partitions does not change in R*P.

Partition Selection: This step scans the components’ metadata,

i.e., creation order and size, from the master file and the auxil-

iary component file. The standard LSM compaction policy from

H-Base [32] is applied to the LSM components to identify the compo-

nents that need to be merged. If there is more than one component

to merge, all partitions in those components would be selected.

Partition Reorganization: In this step, a new partition com-

ponent is reconstructed from all the partitions in all the selected

components. This results in replacing all these components with

one component which is considered the new merged component.

Figure 7(b) shows how components 𝐶2 and 𝐶3 are reconstructed

into a new component 𝐶4.

The advantage of the LSM-tree-inspired partitioning is that it

contains highly optimized partition components. It also works well

for the datasets with update workloads, since the merging process

always produces the optimized partitions. Thus it will provide a

good query performance if the query range completely falls into

only one component. However its performance will be negatively

affected with large query ranges, when they require scanning mul-

tiple components. In order to address this drawback, the number

of components should be reduced by the compaction process, with

a trade-off of reconstructing time for multiple components.
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Algorithm 1 Greedy Partition Selection Algorithm

1: function PartitionSelection(𝑃 = {𝑝1, . . . , 𝑝𝑚 }, 𝐵, s)
2: 𝐺 = {} ⊲ Set of selected partitions

3: while 𝑛𝑏𝑙𝑜𝑐𝑘𝑠 (𝐺) ≤ 𝐵 do
4: max-benefit = 0

5: for each 𝑝𝑖 ∈ 𝑃 do
6: 𝑏 = max{

�𝐵𝑒𝑛𝑒𝑓 𝑖𝑡 (𝐺 ∪ {𝑝𝑖 }, 𝑠),
7:

�𝐵𝑒𝑛𝑒𝑓 𝑖𝑡 (𝐺, 𝑠) + �𝐵𝑒𝑛𝑒𝑓 𝑖𝑡 (𝑝𝑖 , 𝑠)}
8: if 𝑏 > max-benefit then
9: max-benefit = 𝑏

10: 𝑝∗ = 𝑝𝑖 ⊲ Update selected partition

11: 𝐺 = 𝐺 ∪ {𝑝∗}
12: 𝑃 = 𝑃 − {𝑝∗}
13: return𝐶

6.3 Cost-based partitioning (CBP)
In this approach, after each flush, we reorganize the partitions given

a reorganization budget (we use a budget similar to the one spent

by R*P in our experiments). The cost model in Section 5.2 is used

to estimate the benefit of each candidate reorganzation.

Data Flushing: In general, the data flushing phase for CBP

partitioning works in a same way with R*P, which was described

in Section 6.1 and Figure 6(a).

Partition Selection: Based on Equation 10, we design a greedy

algorithm to select a group of partitions that will likely lead to high

benefit. We start with an empty set of selected partitions. Then,

we scan the set of available partitions and choose the one that

maximizes the benefit function if added to the selected group. We

repeat this until the allocated budget 𝐵 is used. Notice that once a

partition is selected, the benefit of all other partitions change so

the next iteration of the loop will have to recalculate all of them.

Algorithm 1 shows the pseudo code for the proposed partition

selection algorithm. The input parameters include the list of current

partitions, the budget of number of blocks 𝐵 and the desired size

𝑠 of range query. Line 2 initializes the set of selected partitions 𝐺

to the empty set. Then, the loop in Lines 5-12 iterates over all the

partitions in 𝑃 to compute the benefit of each one. Line 7 calculates

the benefit of each partition when added to the set of selected parti-

tions. In Equation 10, the benefit of a group is not necessarily equal

to the total benefit of its individual partitions. Therefore, we recom-

pute the group benefit in each iteration. This is acceptable because

the calculation of Equation 10 is not expensive. The partition that

results in the maximum benefit increase is chosen (Line 10). The

chosen partition 𝑝∗ is then added to the set of selected partitions𝐺

and removed from the set of available partitions 𝑃 . Notice that once

a partition is added to 𝐺 , the benefit of all other partitions might

change so the next iteration of the loop will recalculate all of them.

Once the total number of blocks in 𝐺 is larger than the budget 𝐵

the algorithm terminates and returns the set of selected partitions.

Partition Reorganization:When a large number of partitions

is selected for reorganization, we need to decide whether to con-

sider all of them in one group or we can split them into smaller

groups. If we consider all of them in one group and apply Equa-

tion 9, we assume that the resulting partitions cover the entire space

which might be inaccurate if there is a large gap between parti-

tions. Therefore, we first split the selected partitions into groups,

by adding all overlapping partitions in one group, and then parti-

tion each group independently. The reason that we reorganize the

partitions in groups is to minimize the overlapping of reorganized

partitions with existing partitions. This reduces the skewness of

selected partitions, then makes the estimated benefit being more

realistic. CBP might be able to create less reorganized partitions

than R*P as shown in Figure 7(c) since it can merge under-utilized

partitions into a single-block partition.

7 EXPERIMENTS
In this section, we perform a comprehensive experimental evalu-

ation to highlight the advantages of proposed work over existing

spatial data management systems. For record-level approaches,

we compare to two state-of-the-art baselines, namely, AsterixDB

0.9.6 [5] and GeoMesa 3.1.2 [35]. For block-level approaches, we use

Sedona 1.0.1 [60, 61] and Beast 0.9.1 [21], which are Spark-based

spatial data systems. These baselines are compared to one of the

three techniques that are proposed in this paper, namely, R*P, LSMP,

and CBP. These systems are evaluated based on the ingestion time,

partitioning quality, and query performance on the partitioned data.

We use range query and spatial join as query workloads.

Datasets: We use the following spatial datasets in our exper-

iments: (1) MS-Buildings dataset [42] with size 96 GB (751 mil-

lion polygons). This dataset is synthesized from the original MS-

Buildings dataset from UCR STAR, in which we extract the rectan-

gles of building’s geometries. In order to increase dataset size, new

records are created by randomly shifting the rectangles of existing

records. (2) OSM-All Objects dataset [63] with size 340GB. This

dataset contains all map objects in the OpenStreetMap datasets.

(3) OSM-Parks dataset [25] with size 8 GB (10 million polygons),

a real dataset which represents green areas all over the world.

This OSM-Parks dataset is only used in the spatial join perfor-

mance evaluation, in a combination with MS-Buildings dataset.

This combination makes the total processed data large enough for

an expensive operation like spatial join.

Workloads:We evaluate different systems using insertion, dele-

tion, and spatial analytical query workloads. For the insertion, we

split input datasets into batches and keep adding these batches to

the each of the systems. There are two type of deletion workloads:

delete by batch, which deletes an entire batch that was inserted

earlier, and delete by sample, which deletes a set of random records

from all inserted records. The analytical queries include both range

query and spatial join.

System specs: All experiments are executed on a cluster of one

head node and 12 worker nodes, each having 12 cores, 64 GB of

RAM, and a 10 TB HDD. They run CentOS 7, Oracle Java 1.8.0_131,

Hadoop 3.2.1 and Spark 3.0.0.

7.1 Cost model and benefit model validation
7.1.1 Cost model validation. The proposed cost model in Section 5

mainly estimates the average execution time of a square range

query. If the model is accurate, we expect that the estimated cost

(provided by the model) and the actual cost (the total time to run

the query) will have a high correlation. To verify the cost model, we

partitioned subsets of the MS-Buildings dataset of different sizes.

Then, we run square range queries of various sizes on all of them

and measure both the estimated cost and the actual running time.
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Figure 8: Cost model and benefit model validation

Figure 8(a) shows the relationship between the estimated cost

and actual cost of range queries for various query size 𝑠 × 𝑠 . The

value of 𝑠 × 𝑠 varies from 0.0001×𝑀𝐵𝑅(𝐷) to 0.05×𝑀𝐵𝑅(𝐷), with
𝑀𝐵𝑅(𝐷) is the area of the input dataset. For each query, we compute

the estimated running time using Equation 4 and measure the actual
running time as we process the query on the partitioned data. Then,

we plot all those queries on a scatter plot with the estimated and

actual running time on the 𝑥 and 𝑦-axes, respectively. From the

trend lines, we observe that there is a linear correlation between

estimated cost and actual cost with the slope being very close to 1.0.

This observation indicates that our proposed cost model is accurate

in reality. The correlation between the two axes is nearly 94%. In

other words, the estimated cost can be used in the partitioning

optimization process in order to minimize the actual cost of range

query processing.

7.1.2 Reorganization benefit model validation. To verify the reor-

ganization benefit model, we record the actual benefit (Equation 8)

and estimated benefit (Equation 10) as we reorganize partitions

using the three proposed methods, R*P, LSMP, and CBP. Figure 8(b)

depicts a scatter plot with the estimated and actual benefits on the

𝑥 and 𝑦 axis, respectively. The correlation is 97% which indicates

that the proposed estimated benefit is reliable to be integrated into

our partition selection algorithm. This high correlation confirms

that the estimated benefit can be used for partition selection step

even with skewed datasets like MS-Buildings.

7.2 Performance of proposed partitioning
algorithms

In this experiment, we compare the performance of proposed tech-

niques in two workloads: insert-only and insert+delete. Figure 9

and 10 show the behavior of our proposed partitioning algorithms.

We execute the experiment on MS-Buildings dataset with the com-

parison in ingestion performance, quality metrics and range query

performance. To simulate the dataflow in Figure 3, we split the

original MS-Buildings into batches of 8GB. Each batch cover a sub-

area of the entire dataset. This step increases the skewness of the

data and guarantee that the distribution of the ingested data will be

changing overtime. Figure 9(a) and 10(a) show the ingestion time

for different partitioning techniques. One can observe that CBP

outperforms R*P and is slower than LSMP in terms of ingestion

time. By design, CBP and R*P have the same data flushing mecha-

nism, which appends the new records to existing partitions. The

difference lies the reorganization process where R*P splits each

overflowing partition independently while CBP can reorganize

many overlapping partitions together which reduces the number of

required reorganization jobs. On the other hand, LSMP is different

than CBP and R*P in both data flushing and reorganization pro-

cess. First, the LSMP flushing step partitions the flushed data and

writes it to a separate component on disk which is generally more

efficient than appending to many files. Second, the reorganization

process is triggered periodically based on the LSM merging policy

and it always consists of one job that reorganizes all the selected

components together. This explains why the update operation on

LSMP is generally faster than CBP and R*P, since sometimes there

is no merge operation triggered.

Figure 9(b) and 10(b) show the total area, as a quality measure,

of different partitioning techniques in the same set of MS-Buildings

batches. Since CBP is optimized for estimated range query cost, we

expect that it creates partitions with good quality. R*P keeps split-

ting partitions so the total area will keep increasing as new batches

coming. LSMP’s total area increases as new components are added,

and periodically drops when a compaction step is triggered which

increases the partitioning quality. Figure 9(c) shows the partition

load balance of the proposed techniques for the insert-only work-

load, which is the normalized standard deviation of partition size.

LSMP is better than CBP and R*P since all of its components are op-

timally partitioned. In addition, CBP and LSMP’s block utilization

will be better than R*P for insert+delete workload as shown in Fig-

ure 10(c), since R*P can only split partitions into smaller partitions,

but cannot merge them together when they become smaller after

deletion. Overall, the partition quality of LSMP is not stable due to

its merge policy. In particular, the partition quality will be good after

a merge operations but gets worse as new components are flushed.

To choose the best among all proposed partitioning techniques, we

execute several batches of range query with different query sizes

on the datasets partitioned by the proposed techniques. Figure 9(d)

shows that all the techniques perform well for the insert-only work-

load. However, for the insert+delete workload in Figure 10(d), CBP

is consistently better, especially for bigger data. Therefore, to keep

the remaining experiments simple, we will use CBP as a repre-

sentative of the three proposed techniques to compare with other

state-of-the-art spatial partitioning systems.

7.3 Comparison with state-of-the-art systems
This part compares the proposed CBP algorithm to existing record-

level and block-level systems for big spatial data based on both the

ingestion time and query execution time. We compare to GeoMesa

and AsterixDB as record-level systems and to Sedona and Beast

as block-level systems. GeoMesa is a geospatial database systems

that is built on top of distributed databases, which is expected to

work well with highly selective queries. We use XZ2-16bits [14] as

the index scheme for spatial objects in GeoMesa which allows each

partitioned file maintain a size of few KBs. AsterixDB is a big-data

management system that uses record-level indexing with an R-tree

implementation on-top of LSM components. Sedona and Beast only

work with static data so we must rebuild the entire index after

each batch. Similar to Sedona and Beast, the proposed methods is

implemented in Spark. To make the experiments fair, we use HDFS

as the storage layer for all systems, except AsterixDB, which comes

with its own storage layer.
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Figure 9: Performance of the three proposed implementations with insert-only workload
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Figure 10: Performance of the three proposed implementations with insert-delete workload
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Figure 11: Performance comparison of CBP with existing techniques: AsterixDB, GeoMesa, Beast
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Figure 12: Effect of different partitioning parameters in CBP

7.3.1 Ingestion performance. Figure 11(a) shows the ingestion per-

formance in different systems. To measure the steady state per-

formance when data is big, we start with a 48 GB data of the MS-

Buildings dataset and append batches of 4GB. We measure the

accumulated time to ingest these batches to the systems we are

comparing. We observe that CBP outperforms other systems in

terms of ingestion performance. Sedona and Beast are the slowest

systems since they repartition all the data for each new batch so the

ingestion time grows super linearly. On the other hand, AsterixDB

and GeoMesa only insert the new records but they suffer from

the overhead of record-level indexing where the index structure

must find the exact position of each single record. CBP reaches a

sweet spot since it adopts a block-level approach that has a lower

overhead, yet, it does not require a complete reorganization as in

Sedona and Beast. Since CBP and AsterixDB are clearly winners for

ingestion workloads, we run another experiment starting with 300

GB of OSM-All Objects dataset. Then we append several batches of

8 GB data to verify that they are able to work on very large datasets
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as shown in Figure 11(b). We observe that CBP is still relatively

faster than AsterixDB at this scale.

7.3.2 Range query performance. Figure 11(c) shows the perfor-

mance of range query in different systems. In this experiment, we

ingest MS-Buildings dataset in CBP, Beast, AsterixDB and Sedona.

We omit the results of GeoMesa because it was way slower than

all other techniques. After the data is fully ingested, we execute a

batch of range queries with different query sizes and measure the

total running time in seconds. We observe that AsterixDB is bet-

ter than others with highly selective queries and the performance

significantly drops for large size queries. This is a direct result of

the record-level index scheme of AsterixDB which better supports

highly-selective queries where the index can quickly locate the

individual records in the result. As the query size increases, the cost

of accessing records individually becomes too high. On the other

hand, CBP and Beast show a reasonable performance for small

queries and much better than AsterixDB for large queries since

they can still use the partition information to reduce the number of

accessed partitions and then simply scan the matching partitions

in parallel which reduces the total processing time for range query.

7.3.3 Spatial join performance. In this experiment, we partition

different batches of data which are extracted from MS-Buildings

with size from 2GB to 64GB and OSM-Parks with size from 2GB

to 8GB. We execute the spatial join algorithm which finds all the

intersected pairs of two datasets. Figure 11(d) shows the spatial

join query performance in CBP, Beast, AsterixDB and Sedona. In

particular, we measure the total time to complete the query. We

can easily observe that CBP and Beast outperform AsterixDB and

Sedona in all join operations of large datasets, while AsterixDB is

only the winner in the join of small datasets. Sedona is slow due

to its design and implementation. The explanation is similar to

the range query performance. Since AsterixDB partitions size is

small, they will require more jobs to complete the same query when

compared to block-level partitioning techniques. We also observe

that Beast is only slightly faster than CBP because it always rebuilds

the entire index so it becomes highly optimized. However, CBP can

reach almost the same performance by smart selection of a few

partitions to reorganize after each batch.

7.4 Effects of partitioning parameters on CBP
7.4.1 Effect of batch size. Figure 12(a) shows the effect of batch size
on ingestion time and query performance in the CBP technique.

We ingest 96 GB of the MS-Buildings dataset using CBP while

varying the batch size from 4GB to 32GB. We use a set of 100 square

range queries with various query ratios from 0.0001 to 0.05 for this

and the following experiments. We observe that when the batch

size increases, the ingestion time is reduced because fewer flush

and reorganization steps are needed. At the same time, the query

performance is not significantly affected because CBP can adjust

the reorganization work to keep the index of high quality. However,

when the batch size is very large, the range query performance

starts to decrease because of the less frequent reorganization.

7.4.2 Effect of block size. This experiment measure the effect of

HDFS block size to the partitioning quality. We ingest the MS-

Buildings dataset with while varying the block size from 32 MB

up to 512 MB. Figure 12(b) shows that the ingestion time will be

high if the block size is too small or too large, while the range

query performance is slower for large block size, which is expected

since a query have to process more data in average. Based on this

observation, we would suggest to use the block size 128 MB or 256

MB for spatial partitioning techniques on HDFS.

7.4.3 Effect of query size in the cost model. This experiment studies

the effect of the parameter 𝑠 in the cost model which represents

the size of the square query range. We vary the parameter 𝑠 while

measuring the ingestion time and the query processing time for the

same set of range queries used in Section 7.4.1. In Figure 12(c), we

vary the query ratio (𝑠2/𝑀𝐵𝑅(𝐷)) from 10
−4

to 0.05where𝑀𝐵𝑅(𝐷)
is the area of the input MBR. As observed, both the ingestion time

and processing time are relatively stable which indicates that the

parameter 𝑠 is easy to tune. This makes sense since optimizing the

partitions for one query size is expected to make the partitions

work well for other query sizes a well.

7.4.4 Effect of saved cost ratio. This experiment highlights the

effect of changing the frequency of the reorganization step. In

particular, we introduce a parameter called saved cost ratio, where
CBP only triggers the reorganization process if the saved cost after

reorganization is greater than that ratio. Figure 12(d) shows the

query time and the amount of data being reorganized as the saved

cost ratio is increased from 0 (always reorganize) to 0.8. As the ratio

increases, the total amount of data being reorganized decreases

because of fewer reorganization. On the other hand, the query time

becomes significantly worse only for very high saved cost ratio.

This indicates that we can further reduce the reorganization time

while maintaining the same query performance and we plan to

further study this effect in the future.

8 CONCLUSION
This paper proposed a generic framework for incremental partition-

ing of big spatial data. We used this framework to implement three

incremental spatial partitioning techniques to show its feasibility.

Then, we provided a deeper study to the partition optimization

problem and proved its NP-hardness. Based on this, we split it into

two smaller problems, partition selection and partition reorganiza-

tion. We then showed that the partition selection problem is crucial

for the partition quality. To solve the partition selection problem,

we proposed a new range query cost model and used it to build an

approximate greedy algorithm for the partition selection problem.

Finally, we carried out an extensive experimental evaluation using

large scale real data to evaluate the efficiency of the proposed work.

The experiments showed that the proposed techniques minimize

the partition construction time while maintaining high quality par-

titions. The source code and datasets are made publicly available

for reproducibility. In the future, we can extend the proposed work

to be aware of the workload by using a workload-aware cost model

while reusing the benefit model and CBP algorithm.
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