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ABSTRACT

Ranking functions are commonly used to assist in decision-making in a wide variety of applications. As the general public realizes the significant societal impacts of the widespread use of algorithms in decision-making, there has been a push towards explainability and transparency in decision processes and results, as well as demands to justify the fairness of the processes. In this paper, we focus on providing metrics towards explainability and transparency of ranking functions, with a focus towards making the ranking process understandable, a priori, so that decision-makers can make informed choices when designing their ranking selection process. We propose transparent participation metrics to clarify the ranking process, by assessing the contribution of each parameter used in the ranking function in the creation of the final ranked outcome, using information about the ranking functions themselves, as well as observations of the underlying distributions of the parameter values involved in the ranking. To evaluate the outcome of the ranking process, we propose diversity and disparity metrics to measure how similar the selected objects are to each other, and to the underlying data distribution. We evaluate the behavior of our metrics on synthetic data, as well as on data and ranking functions on two real-world scenarios: high school admissions and decathlon scoring.
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1 INTRODUCTION

Rankings are commonly used to make decisions and allocate resources in a wide variety of applications such as school admissions, job applications, public housing allocations, sport competition judging, and organ donation lists. Decision-making techniques resulting in rankings of objects using multiple criteria have been studied for centuries [18]. However, these techniques were traditionally developed with the decision-maker’s interests and constraints in mind, and did not focus on transparency and explainability of the process for the objects/individuals being affected by the outcome of the rankings.

With today’s widespread use of algorithms to make decisions in an information-based society, there has been a realization that the outcomes of these algorithms have significant societal impacts, and that the algorithm designers have a responsibility to address the ethical considerations that arise when applying algorithms to individuals, groups, or entities. This has been recognized by several research communities, such as Artificial Intelligence [14, 49], Machine Learning [17], and Data Management [46]. Without transparent and explainable processes, it is not possible to verify whether the outcomes satisfy ethical and fair constraints.

Traditionally, work on ranking algorithms and techniques has either assumed that the ranking function was given and satisfied some required properties, such as monotonicity [16], and considered the ranking function as an oracle, or has focused on designing complex query functions applicable to specific domains [18, 32]. Little attention has been given to making the ranking function itself transparent. In fact, many techniques preprocess the underlying data being ranked, typically via normalization, so that it has desirable properties for the ranking algorithm. The resulting transformation often murks the data and contributes to making the process opaque.

This paper focuses on providing metrics to enable the analysis of ranking functions and the relative impact of individual ranking metrics on the overall ranked results in order to understand the impact of the ranking process a priori, based on the ranking functions and data distribution. Our goal is to help decision-makers understand the behavior of their ranking functions, and to provide entities being ranked with some transparent and understandable explanation of the ranking process.

The paper makes the following contributions:

• The design of transparent and understandable participation metrics to clarify the ranking process, by assessing the contribution of each parameter used in the ranking function in the creation of the final ranked outcome, using information about the ranking functions themselves, as well as observations of the underlying distributions of the parameter values involved in the ranking. (Section 4)

• The design of metrics to measure the similarity, or diversity, within the objects selected as part of the ranking process, as well as the disparity of the selected objects with respect to the underlying data distribution. Our diversity and disparity metrics can be used both on parameters involved in the selection (ranking) and on other parameters of the data. We also discuss how this work can be included in and support wider efforts on fairness and diversity of rankings. (Section 5)

• An experimental evaluation of our metrics. We first illustrate the behavior of the metrics using a variety of synthetic data scenarios. Then, we show how our metrics can be used on two real data sets: (a) NYC student data and school admission functions, and (b) decathlon scoring in international competitions to evaluate both the behavior of the ranking
functions used for admission and assess whether they reflect the intention of the decision-makers, and to analyse the outcome of the ranking process in terms of diversity and disparity of the selected objects. (Section 6)

In the next section, we present motivations for our work and present a real-life application scenario involving public schools using ranking functions for admissions in NYC. We discuss related work in Section 3 and conclude in Section 7.

2 MOTIVATIONS

Ranking functions are used to make decisions in a wide variety of application domains: public school systems, college rankings [50], affordable housing [3], as well as in complex ranking processes generated from Machine Learning (e.g., search engine results [32], LambdaMart [8]). The prevalence of automated decisions systems has raised numerous questions from the public, and increasingly lawmakers are requiring public decisions systems to be transparent [27].

Consider the example of the NYC school admissions process. NYC middle- and high-school admissions use a matching algorithm [1] similar to the stable marriage algorithm designed by Gale-Shapley [21], and used by medical schools. A typical school matching process consists of three parts: the schools rank students based on some desired criteria (academic, geographic, demographic), the students list schools in order of preference, and the matching algorithm, handled by a clearinghouse and designed to optimize some notion of utility, produces the rankings. One common approach is to focus on strategy-proof techniques that optimize students’ choices while guaranteeing stable matches. Several school-choice matching algorithms have been proposed [2]. Such matching algorithms have been well studied, but the literature assumes their input (students’ and schools’ ranked lists) as given. Some attention has been given to improve the quality of matches by providing better information to students so that their choice lists better reflect their preferences [4, 12], but to our knowledge, there has not been much focus on the way schools rank their students.

Transparency in such a scenario is critical. The NYC public school system has 1.1 million students, and every year, 160,000 rising middle- and high-schoolers are sorted into schools. Without a transparent and explainable process, families are losing trust in the system.

Even when made public, some fully detailed, published school admission rubrics (ranking functions) raise more questions than they answer. Table 1 shows the high school admission function of a NYC public school (School A).

In addition to the transparency requirement, ranking functions used for public policy must satisfy additional criteria to ensure equity, fairness, and other legal considerations. For instance, NY State Law requires that state scores may not be the “sole, primary or major factor” in admissions [45], which has been interpreted by schools and districts as meaning that at most half of the points (50%) in the school rubrics can be derived from state scores. Of course, a ranking function may abide by the 50% limit on the weights of state scores, while still using these scores as the major factor possibly unknowingly, because of the underlying data distribution. In addition, these rubrics are typically designed by non-experts, who do not realize the impact of the underlying data distribution. In this particular school example, the school is located in a NYC district [40] where 45% of the students have a test scores above 4, and 70% have test scores above 3. The coarseness of the point allocation to the state score category does not allow to differentiate among students, in effect using test scores as a filter. The weight given to a small number of absences and latenesses is also disproportionate to the likely intent of the school administrators. Furthermore, the school has around 100 seats, for 1,800 applicants; because this is a school district with many high-performing students, the school ended up admitting only students who scored 100 on the rubric, having to resort to a lottery among these top-ranked students.

Given these observations, it seems critical to design human-understandable ranking functions that take into account real-life constraints (e.g., fairness requirements, bounds on the use of some parameters) and that can shared with non-technical audiences so they know what to expect in the ranking process. We will investigate how to simplify complex ranking processes and analyze the behavior of these processes to create explainable ranking functions that address the needs of the decision makers.

Transparency and accountability should be required of all public decision systems. Without these, there cannot be fairness and equity. We propose metrics to allow for accountability of the ranking systems by making transparency an integrated part of the process.

3 RELATED WORK

Ranking functions have been widely studied in the literature. The Multi Criteria Decision Analysis community focuses on making decisions from a set of possibly conflicting criteria [18, 52]; common types of functions include weighted-sum and products [48]. These techniques are typically aimed at experts, and provide complex computation, often hidden in black-box algorithms, with little possibility of explanation. Often, the ranking functions are applied on normalized parameters, which allows the decision making system to better control for variations in the underlying parameters, but results in opaque decisions for the candidates. Normalization functions used in decision-making are based on statistical analysis of the parameters; the choice of the normalization function is domain-specific. Common such functions include z-score, vector,
or logarithmic normalization [25, 48]. Most of these normalization functions were designed for and by experts and assume some understanding of statistics and math. While this is a realistic assumption in some ranking scenarios—we can expect medical professionals who design and use organ wait lists to be fluent in statistics, it is not reasonable to expect in every case. Individuals who are concerned by public policy decisions that are based on rankings cannot be expected to know introductory-level statistics to understand, and therefore trust, the mechanisms that will assign them to schools, public housing, or will decide the amount of public support they are eligible for.

Ranking functions are widely used in Information Retrieval [32, 42]. More recently, the Information Retrieval community has focused on learning-to-rank approaches [29, 31]. However, such techniques produce complex ranking functions, that are impossible to explain to a non-expert; for example, LambdaMART [8], a state-of-the-art learning-to-rank algorithm based on gradient boosted decision trees.

In the Data Management community, there has been a significant focus on the optimization of ranking (top-k) queries [7, 33], based on the seminal work by Fagin et al. [16]. A survey can be found in [23]. This work typically focuses on the efficiency of the ranking process, and assumes that the ranking function is already known and that it satisfies some monotonicity properties. Some of this work has looked at the impact of changes in the data distribution [10] or uncertainty in the ranking function [43]; however, these authors did not focus on the impact of ranking parameters on the ranking outcome.

Several measures have been proposed to compare the outcomes of ranking processes. The Spearman ρ [44], and Kendall τ [26] are the most commonly used metrics to compute rank correlation. More recently, distance measures have been proposed by the Database community [15]. These focus on comparing the outputs of ranking processes. In contrast, we focus on the behavior of the ranking functions before the ranking takes place, by analysing the impact of different data distributions on the ranking functions.

Recently, there has been a lot of discussion in the research community and in the media on the impact of algorithms in societal issues and on the inherent bias in many algorithms, including ranking algorithms. Recent work have looked at how to include fairness and diversity into ranking techniques [9, 41, 55] or in Machine Learning settings [35]. Our work is complementary to these approaches: by providing tools to explain ranking processes, we can design more ethical ranking functions.

Explainability and transparency have been at the forefront of many works in Artificial Intelligence (e.g., [13]) and Machine Learning (e.g., [53]). This has been driven in part by political regulations that call for “right to explanation” [22]. Work that aim to explain rankings have mostly focused on a posteriori explanations of the results. Most of these work focus on feature selection to explain the contribution of each individual features to the final ranking outcome, in a process similar to sensitivity analysis [11, 47]. In contrast, we focus on making the process and parameter importance transparent so that the information is shared a priori. The meaning of explainability and how it is understood by system designers, users, and stakeholders is still the subject of current interdisciplinary research, such as work in interpretability of AI [30]. We focus on capturing both an understanding of what the users want, and explaining the resulting functions to stakeholders in a trustworthy and informative way [34].

4 MEASURING THE CONTRIBUTION OF RANKING PARAMETERS

Many real-world ranking decisions are made using aggregation functions on multiple parameters. Decision-makers often assume that the weight of a parameter (or the number of points associated with the parameter) in the function are adequate proxies of the importance of the parameter in the final decision. We aim at defining a set of metrics that more accurately capture the true impact, or participation, of each parameter in the ranking decision. This impact depends on the ranking function design itself, but also, importantly, on the distribution of the underlying data, and the correlation between parameters, information that is often overlooked by decision-makers.

In [20], we introduced some preliminary metrics, disqualifying power and importance. In this paper, we revisit these metrics, discuss their limitations, and introduce new participation metrics that better measure the contributions of each parameter towards the top-k answer.

Any ranking decision is dependent on k, the number of selected objects. The relative contributions of each parameter is therefore dependent on this value, and our importance and participation functions are defined w.r.t. k. Note that in some applications k is fixed and known in advance (e.g., the top-10 participants to a local sport competition will qualify for the regional competition), in some others k is not known to the decision-makers in advance (e.g., in our school example, because the students are assigned to schools through a matching algorithm that includes their choices, schools do not know how far down their lists they will admit students). In our experimental evaluation (Section 6.2), we will investigate how parameter participation evolves as k varies.

Formally, we define a ranking function f over a set of P ranking parameters p_1, ..., p_P, over an object o as f(o) = f(p_1, ..., p_P). Typically, a ranking process will select the k best objects, or the k objects with the highest f(o) values its answer.

In this section, we focus on monotonic ranking functions; a monotonic ranking function f over a set of n parameters p_1, ..., p_n as any function f(P) such that if p_a ≥ p_b then f(p_a, p_2, ..., p_n) ≥ f(p_b, p_2, ..., p_n). Monotonicity is a reasonable property of ranking functions [16], and is widely assumed to hold in the ranking literature, as it ensures that objects with lower scores in a parameter p_i cannot "leap-frog" an object with a higher p_i score, everything else being equal.

To illustrate our metrics, we consider as an example the following weighted-sum ranking function f over a set of P ranking parameters p_1, ..., p_P, with weights W_1, ..., W_P such that \sum_{i=1}^{P} W_i = 1, over an object o as f(o) = \sum_{i=1}^{P} W_i \cdot p_i(o), where p_i(o) is the value of parameter p_i for object o.

Figure 1 shows the behavior of a simple weighted-sum ranking function over two parameters values X(o) and Y(o) (denoted X and Y for simplicity), f(o) = 0.5X + 0.5Y, used to identify the top-50 objects out of 1,000 objects, depending on the underlying distributions of X and Y. We observe that the score of the top 50th
object (defined as the threshold at 50, red line in Figure 1) varies depending on the underlying distributions of X and Y. This in turn has an impact on the minimum score required in for each dimension (parameter) for an object to qualify as being in the top-50, which we define as the floor value. This threshold will become the basis most of our proposed metrics, we define it as follows:

Definition 4.1. Threshold at k Given a ranking function \( f \), over a set of \( P \) ranking parameters \( p_1, ..., p_p \), applied to a set of objects \( O \), we compute the threshold value \( T_k \) as the \( k^{th} \) highest \( f(o) \) value for all objects \( o \in O \).

This can also be understood as the lowest ranking score \( (f(o)) \) that an object \( o \) can have and still qualify for the top-\( k \). For instance, if 1,000 objects are distributed uniformly in both \( X \) and \( Y \) as shown in Figure 1(a), the sum \( 0.5X + 0.5Y \) would follow a triangular distribution:

\[
\begin{align*}
  f(0.5X+0.5Y)(x) = & \begin{cases} 
    x & 0 \leq x \leq 0.5 \\
    1 - x & 0.5 \leq x \leq 1 
  \end{cases} 
\end{align*}
\]

From which we can trigonometrically estimate the value of the threshold at \( k = 50 \) (95\( th \) percentile), \( T_{50} \), as 0.84.

To account for cases where the output of the ranking function is not over the same domain as the ranking parameters \( X, Y \), we define the parameter-wise threshold as:

Definition 4.2. Parameter-wise Threshold at k Given a ranking function \( f \), over a set of \( P \) similarly scaled ranking parameters \( p_1, ..., p_p \), applied to a set of objects \( O \), we compute the parameter-wise threshold value \( T_{kp} \) as the maximum real value of each \( p_n \) of a hypothetical object \( O_h \) for each of the parameters of \( O_h \) have equal value and \( f(O_h) = T_k \).

This definition is useful in many real-life scenarios, ranking from weighted-sum ranking functions where the sum of the weights is greater than 1; to point-based ranking functions, to more complex ranking functions.

For example consider a multiplicative function, if \( x, y \in [0, 5] \) and \( f(x, y) = x^2 \times y^3 \), then \( f(x, y) \in [0, 3125] \). Consider a scenario where \( T_k = 32 \) then we compute \( T_{kp} \) as \( T_{kp} \). Similarly, if \( x, y \in [0, 6] \) and \( f(x, y) = x + y^3 \), \( f(x, y) \in [0, 2] \). In a scenario where \( T_k = 0.208 \) then we compute \( T_{kp} \) as 0.208 = \( T_{kp} \).

As we describe in Section 6.1.3, the output of the scoring function for decathlon competitions is the sum of 10 inputs, so \( T_{kp} = \frac{1}{10} T_k \).

Definition 4.3. Parameter Floor at k Given a threshold \( T_k \) a parameter \( p \) and a ranking function \( f \), the floor at \( k \) of \( p \), noted \( floor_k(p) \), is the lowest value an object \( o \) can have in \( p \) that would still allow for \( o \) to qualify in the top-\( k \) assuming all the other values are maximized, that is for \( f(o') \geq T_k \).

For instance, the floor at 50 for \( X \) if the objects are distributed uniformly in both \( X \) and \( Y \) as shown in Figure 1(a), would be:

\[
floor_{50}(X) = \frac{T_{50} - W_Y}{W_X} = \frac{0.84 - 0.5}{0.5} = 0.68
\]

which geometrically corresponds to the intersection between \( f(o) = 0.5X + 0.5Y = T_{50} = 0.84 \), and \( Y = 1 \).

Figures 1(a-c) show the threshold values for various underlying distributions of \( X \) and \( Y \). The computed \( floor_{50}(X) \) for the distributions of Figures 1(a-c) are 0.72, 0.52, and 0.5, respectively. For the examples of Figure 1, the values for \( floor_{50}(Y) \) are the same as \( W_Y = W_Y \).

We can use the floor value to define the disqualifying power of each parameter of the scoring function.

Definition 4.4. Disqualifying power of a Parameter at k Given a parameter floor \( floor_k(p) \) for parameter \( p \), the disqualifying power of \( p \) at \( k \), \( DQ_k(p) \), represents the percentage of objects \( o \in O \) for which the value of \( o \) for \( p \), \( p(o) \) is lower than \( floor_k(p) \). Intuitively, \( DQ_k(p) \) is the percentile rank of \( floor_k(p) \) in \( p \)'s distribution.

The disqualifying power can be computed from the data, if available a priori, or estimated from knowledge of the underlying distribution. For instance, in Figure 1(b), \( Y \) is uniformly distributed in \([0, 1] \) and \( floor_{50}(Y) = 0.52 \), the disqualifying factor of \( Y \) at 50, \( DQ_{50}(Y) \), is then estimated to be \( DQ_{50}(Y) = 0.52 \). Similarly, in the same Figure 1(b), \( X \) follows a normal distribution \( \mu = 0.5, \sigma = 0.15 \), from which we can estimate \( DQ_{50}(X) = 0.517 \) (z-value = \( (0.52 - \mu) / \sigma = (0.52 - 0.5) / 0.15 = 0.13 \). Figure 1(c) exhibits distributions that are not centered on the same values, which result in more variations in disqualifying power between X

\[\text{Figure 1: Top-k thresholds (score = 0.5X + 0.5Y) based on the underlying distribution of values (N=1000, k=50), X and Y are independent variables.}\]
and $Y$: $DQ_{\theta}(X) = 0.5517$ as $X$ follows the same distribution as in Figure 1(b), but $DQ_{\theta}(Y) = 0$. As disqualifying power value of 0 means that the parameter is not enough, by itself to disqualify the object from the top-$k$. In the example of Figure 1(c), all of the values of $Y(o)$ are large enough for the objects to be part of the top-$k$. In that particular scenario, it is the value $X(o)$ that accounts for most of the top-$k$ decision for object $o$, as a high $X$ value compensates for even the lowest $Y$ value in the data set.

The disqualifying power directly indicates the significance of each parameter discussed above by taking into account the distribution from which it is drawn. Intuitively, a parameter is more significant if it has more power to disqualify objects. However, as we decrease $k/N$ or increase the number of parameters in the ranking function, we are less likely to observe positive disqualifying power values, limiting the usefulness of the metric. In addition, decision-makers need to be able to compare the usefulness, or importance for more balanced, with 20 objects in the green region, 19 in the orange region, for these particular distributions of $X$ that for $k$, whereas only 3 objects qualify thanks to a high value of $Y$. Expressing by the conditional probability of $X$ $p$, we decrease and $(\text{blue region})$. For these particular distributions of $X$, importance for $f$ that for $k$, $p$, for even the lowest $Y$ value in the data set.

For example, in Figure 1(b), only 11 of the top-50 objects have values higher than the threshold $T_{50} = 0.76$ for both $X$ and $Y$ (green region). The rest of the 39 objects in the top-50 are qualified because one of their values ($X$ or $Y$) compensates for a lower value in the other parameter. For these distributions, most of the remaining objects qualify thanks to a high value of $Y$ (36 objects, orange region), whereas only 3 objects qualify thanks to a high value of $X$ (blue region). For these particular distributions of $X$ and $Y$, we see that for $k = 50$, $Y$ dominates the ranking, despite the underlying scoring function $f = 0.5X+0.5Y$ giving the same importance to both $X$ and $Y$. We can compute the importance of $X$ and $Y$ in Figure 1(b) for $f$, as $l_k(X) = (11+3)/50 = 0.28,$ and $l_k(Y) = (11+36)/50 = 0.94$. In Figure 1(c), we can see that the relative importance of $X$ and $Y$ is more balanced, with 20 objects in the green region, 19 in the orange region, and 11 in the blue region, resulting in importance values: $I_{50}(X) = (20 + 11)/50 = 0.62,$ and $I_{50}(Y) = (20 + 19)/50 = 0.78.$ The independent uniform distributions of Figure 1(a) result in equal importance for $X$ and $Y$ $I_{50}(X) = I_{50}(Y) = (8 + 34)/50 = 0.84$ with 34 objects in the common green region and 8 objects each in the orange and blue regions.

The importance metric has some limitations. First, the sum of all parameter importance is often greater than one, making it more difficult for decision-makers to compare the contributions of each parameter. Furthermore, because an object can contribute to the importance of several parameters, if it has a high value for each of them, some top-$k$ objects end up weighting more in the overall importance of all parameters than others. To address this last issue we define a new metric, participation, which divided the contribution of each object $o$ in the top-$k$ among the parameters for which its value $p(o)$ is greater than the threshold $T_{kp}$:

**Definition 4.6. Participation of a Parameter at k** Given a ranking function $f$, over a set of $P$ ranking parameters $p_1,...,p_p$, applied to a set of objects $o \in O$, and a parameter-wise threshold value $T_{kp}$, let $S_k(o)$ be the set of parameters such that the value $p_i(o) \geq T_{kp}$, the participation of $p$ at $k$ is then defined as $A_k(p)$ as:

$$A_k(p) = \frac{1}{|O|} \sum_{o \in O} \begin{cases} \frac{1}{|S_k(o)|} & \text{if } p_i \in S_k(o) \\ 0 & \text{otherwise} \end{cases}$$

For example, in Figure 1, objects in the green area have values higher then $T_{kp}$ for both $X$ and $Y$. Their contribution to the participation of $X$ and $Y$ is then split among the two parameters ($S_k = 2$). We can compute the participation of $X$ and $Y$ in Figure 1(b) for $f$, as $A_k(X) = ((11/2) + 3)/50 = 0.17$, and $A_k(Y) = ((11/2) + 36)/50 = 0.83$. Participations for $X$ and $Y$ in Figures 1(a) and (c), can be similarly computed. For Figure 1(c), $A_k(X) = ((20/2) + 11)/50 = 0.42$, and $A_k(Y) = ((20/2) + 19)/50 = 0.58$. For Figure 1(a), $A_k(X) = ((34/2) + 8)/50 = 0.5$, and $A_k(Y) = ((34/2) + 8)/50 = 0.5$; note that the participation metric correctly identifies that both $X$ and $Y$ contribute equally to the top-$k$ answer in Figure 1(a), but that $Y$ contributes more, despite the weights of $X$ and $Y$ being the same, in Figures 1(b-c).

As we increase the weight of a parameter its participation increases as the threshold value and its slope changes. The participation captures the fact that different underlying distributions’ contributions respond differently to weight increases. For example, the contribution of normal distributions respond much slower than that of uniform ones. This allows participation to accurately represent the degree to which each parameter participates in the final decision.

However, one issue with the participation as defined above is that it assigns some contribution to parameters as long as that parameter value for a selected point is higher than the threshold. In some cases, this can happen by chance, or because of some correlation, for a parameter that is not or very trivially, involved in the ranking. Consider again the example of Figure 1(c). Imaging that there is a third parameter $Z$, distributed uniformly, involved in a very marginal way in the ranking, so that now our function $f = 0.49X+0.49Y+0.02Z$. Assume that this is not enough to impact the final result and that the top-50 selected objects, and $T_{kp}$ are the same as in Figure 1(c). Because $Z$ is distributed uniformly, 25% of all objects have values above the threshold for $Z$. The participation of $X$ and $Y$ have then to be recomputed as: $A_k(X) = (((11+0.25)/3)+$

\[\text{This is an approximated computation assuming 25% of the points in each region have values for } Z \text{ above } T_{kp}, \text{ for illustrative purposes}\]
where a parameter with a weight of 1 will get full participation of 1. The participation metric can be used to modify the weights of the ranking function to match with the intended behavior of the decision maker. We presented heuristics to adjust the ranking functions weights in [20].

5 MEASURING THE SIMILARITY OF SELECTED OBJECTS

We now turn our focus on the analysis of the type of results that are produced by the ranking functions. In the previous section, we measured the contribution of each parameter towards the answer selection. We now discuss how to measure the similarity, or diversity, within the selected objects as well as the disparity of the selected answers with respect to the underlying object distribution.

The metrics presented in this section apply to the output of the ranking process. As such they do not depend on the type of ranking function used, and can be computed on the output of any ranking function (monotonic not non-monotonic) or selection function.

An interesting aspect of our metrics is that they can be used to measure the diversity and disparity of selected objects over parameters that were not involved in the ranking function. So if a school selects students based on their Math test scores and grades, we can measure how the decision choices impacts the distribution of Math test scores (used in the ranking), the distribution of ELA test scores (not used in the ranking), or the ratio of boys to girls (not used in the ranking) in the set of selected students. Our metrics could then help decision-makers to assess the fairness and diversity of their ranking functions.

5.1 Diversity

Measuring the diversity among a group of selected objects has been extensively studied on recommendation systems and search results. In both domains, users are offered a list of objects/documents that best match their needs. A critical aspect is to provide enough variety so that objects/documents are not all similar. A typical example is that of a web search query for "jaguar," which should ideally return a variety of web sources on the animal, the car, the operating system, the sports team, and not have all results on one of these domains only. Maximizing the utility, or precision, of the results is therefore not always the best approach, as it tends to lead to homogeneous results. Instead, recommendation systems and search engines also focus on maximizing diversity within the set of recommendations [6]. Many work uses various pairwise metrics to measure diversity [28, 36], including euclidean or cosine distance [51, 58].

In a decision-making scenario, similar goals are often desirable. For example, a company using a ranking function for hiring decisions would be better served by selecting a mix of employees with diverse backgrounds rather than employees who all share the same expertise and knowledge.

In addition, the pairwise approaches to measure similarity that are discussed above work well in settings where the number of selected objects k is low; a recommendation system rarely recommends more than 10-15 objects [37]. However, it does not scale well to larger selections as the computation becomes inefficient, taking \(O(k^2)\) time.

\[
(WA_k(p) = \frac{1}{|O|} \sum_{o \in O} \begin{cases} f(P, W) & \text{if } p_1 \in S_k(o) \\ 0 & \text{otherwise} \end{cases} \]

\[
A_k^W(p_1) = \frac{1}{|O|} \sum_{o \in O} \begin{cases} f(P, W) & \text{if } p_1 \in S_k(o) \\ 0 & \text{otherwise} \end{cases}
\]

\[
S_k^W(o) = \sum_{p_j \in S_k(o)} W_j
\]
To alleviate this problem, we propose a diversity metric that is inspired from the popular k-means clustering algorithm. The goal of k-means is to minimise the square euclidian distance from the centroids in each cluster.

We use the ratio of the distance between the selected k objects and their centroid with that of the whole distribution distance to its centroid as a measure of the diversity of the selection. As we will show experimentally in Section 6, this distance approximates well how similar the top-k selected objects are to each other, across the selected dimensions. To be able to compare diversity of different selections, we use a normalization factor of \( \frac{\sum_{o \in O} ||Q_{o} - \bar{Q}||}{|O|} \), where \( Q_0 \) is the centroid of the whole distribution.

We then define diversity as the Normalized Centroid Distance, as follows:

**Definition 5.1. Normalized Centroid Distance** Given a set of objects \( O \) and a selection \( K \) of \( k \) objects in \( O \), let \( \bar{Q}_P \) be the vector representing the objects values in a set of parameters \( P \). Let \( Q_S^P \) be the centroid of a set of points \( S \) over a set of parameters \( P \), \( Q_S^P = \frac{1}{|S|} \sum_{o \in S} \bar{Q}_P \) we then define the Normalized Centroid Distance as:

\[
C_P(O, K) = \frac{|O| \sum_{o \in K} ||Q_S^P - \bar{Q}_P||}{|K| \sum_{o \in O} ||Q_S^P - \bar{Q}_P||}
\]

Figure 2 shows selected candidates (in red) from a distribution of all candidates (in gray) plotted along two dimensions: wealth, representing the income of the candidates, and average interview score, representing the scores the candidates received in an admission interview. The black cross represents the centroid of the whole set of (gray and red) candidates, and the blue cross represents the centroid of the set of selected (red) candidates. Figure 2 shows three different selection scenarios.

The overall centroid distance in all three figures is (the average distance of all the grey and red points from the black cross) 0.37. Figure 2(a) shows a relatively typical case for weighted sum functions; the decision is biased toward higher values in both wealth and interview score. This leads the points to be concentrated in the top right quadrant and leading to a selected centroid distance (the average distance of the red points from the blue cross) of only 0.30 and a Normalized Centroid Distance \( C_P(O, K) \) of 0.83. Figure 2 (b) shows selected points scattered throughout the distribution, resulting in a selected centroid distance of 0.36 and a Normalized Centroid Distance \( C_P(O, K) \) of 0.99. Figure 2 (c) shows an extreme case where selected points have high wealth, or interview scores, or both. This results in a larger selected centroid distance of 0.45 and a Normalized Centroid Distance \( C_P(O, K) \) of 1.24.

A low Normalized Centroid Distance means that the selected objects are more similar to each other, over the set of parameters \( P \) than the objects in the overall distribution are. In Figure 2 (a) we can see the the selected (red) objects are less spread out than the gray objects. When \( C_P(O, K) \) is close to 1, the selected objects are as diverse, with respect the the parameters in \( P \) as the underlying distribution (Figure 2 (b)). A value of \( C_P(O, K) \) greater than 1, as in Figure 2 (c), shows selection that have larger spreads than the set of candidates. A extreme case of a value of \( C_P(O, K) \) equal to 0 can happen if all the selected objects are identical along the compared dimensions. For example, if a school only admits students with perfect scores.

### 5.2 Disparity

In addition to the diversity of results within the selected objects, we are interested in identifying how similar to the underlying distributions the selected objects are. This idea is related to “group fairness” in rankings, which has been explored in recent work [5, 9, 57]. These work focus on designing algorithm using a fairness criteria, maximizing some notion of utility while satisfying a minimum fairness requirement. Our approach differs from theirs in that we are interested in defining a metric that allows decision-makers, who are often not data or statistics experts, to quickly evaluate whether their ranking selection function results in some disparate impacts on some subsets of the parameters dimensions. Our disparity metric can they be used to correct, or improve, the ranking function, or to assess the impact of some modification (e.g., removing the SAT admission requirement) on the disparity of the selected objects.

We define disparity as the following vector:

**Definition 5.2. Disparity** Given a set of \( O \) objects and a selection \( K \) of \( k \) objects in \( O \), let \( \bar{Q}_O^P \) be the centroid of a \( O \) over a set of parameters \( P \) as defined above, and let \( \bar{Q}_K^P \) be the centroid of the \( K \) over the same set of parameters. We define the disparity \( \bar{Q}_D^P \) as the \( |P| \) dimensional disparity vector where \( \bar{Q}_D^P = \bar{Q}_K^P - \bar{Q}_O^P \).

![Figure 2: Three different top-k selection scenarios. The red points are selected and the gray points are not selected. The black cross is the centroid of the entire distribution, the blue cross is the centroid of the selected set (red points).](image-url)
The disparity represents the vector from the black cross to the blue cross in Figure 2. The norm of this vector yields a scalar measure of the size of this difference and has values of 0.22, 0.09, and 0.24 respectively for Figures 2(a), (b), and (c), showing that the selection of Figure 2(b) is closer to the underlying distribution than the other two selection. Each dimension of the vector measures the size and direction of the difference, or bias in the selection, for that dimension. The vector values for Figures 2(a), (b), and (c) are (0.19, 0.11), (0.07, 0.06), and (0.19, 0.11) respectively, which means that all three selections select candidates with higher interview scores and wealth than would be expected from a random selection. The selection in Figure 2(c) has the highest wealth disparity.

Our disparity metric (as well as our other metrics) can be used in conjunction with recent work on fairness. For instance, Asudeh et al. [5] design algorithms for fair rankings using a fairness oracle. A possibility is to use our disparity vectors, using thresholds for each dimensions, or for the norm, as the binary fair/unfair assessment. A strength of our disparity metric is that it can separate the disparity in each dimensions, including those not used in the actual ranking selection. Our metrics can also be included in ranking analysis systems such as [56].

6 EXPERIMENTAL EVALUATION

6.1 Experimental Settings

All experiments were performed using Python 3.6.

6.1.1 Synthetic Data Sets. We generated synthetic uncorrelated data distributions using Numpy. Unless otherwise noted, we performed our experiments on data drawn from the four following distributions: (1) $p_1$ follows a uniform distribution in [0, 1]; (2) $p_2$ follows a Normal distribution ($\mu = 0.5, \sigma = 0.15$); (3) $p_3$ follows a Normal distribution ($\mu = 0.5, \sigma = 0.05$); (4) $p_4$ follows a Normal distribution ($\mu = 0.75, \sigma = 0.05$).

We explore various weighted functions and selection sizes. Our default parameters are: Size of the distribution $N$: 10,000; Number of selected objects $k$: 500; Number of selection parameters $p$: 4, with underlying distribution as detailed above; Ranking function $f$: We use a weighted-sum scoring function with 4 equi-weighted parameters.

6.1.2 NYC High School Data. We evaluate our metrics using real student data from NYC high schools, which we received through a NYC Data Request [38], and for which we have secured IRB approval.

The data used in this paper consists of the grades, test scores, absences, and demographics of around 80,000 7th graders each for the 2016-2017 and 2017-2018 academic years. NYC high schools use the admission matching system described in Section 2 when students are in the 8th grade; the various parameters used for ranking students therefore are from their 7th grade report cards. We do not have information about latenesses, when necessary we used the number of absences as a proxy for lateness.

We consider the admission selection process that two real NYC high schools used for admission in the years 2017 and 2018 (on students from the data sets described above). School A uses the point-based ranking system, described earlier in this paper in Table 1. School B, also a real NYC school, uses a weighted-sum function $f = 0.55 \times GPA + 0.45 \times TestScores$, where GPA is the normalized average of the students’ math, ELA, science, and social studies grades, and TestScores is the normalized average of the math and ELA state test scores.

Both schools are located in a NYC district, which includes around 2,500 students, where students come from higher income families than the overall NYC student population and have typically higher grades and scores. Because students tend to apply to schools close to their homes, and because some NYC schools give some geographical priority to students (by considering them in different admission priority groups) we also report on our metrics at the district level, in addition to the city level. We apply our metrics on the whole set of students, as we do not have specific information as to who applied to the schools, how they ranked the school in the matching process, and which offers the students received. For conciseness, we only report on the 2016-2017 dataset when results for both datasets are similar.

6.1.3 Decathlon Data. We also evaluate our metrics on another real-data set over a different domain (sport). We retrieved data from several Decathlon sporting competitions [54]: the Olympics from 2000-2016, the Decastar from 2006-2019, the IAAF World Athletics Championships from 1991-2019, the Hypo-Meeting from 2006-2019, and the Multistars from 2010-2019. The dataset contains 1537 records, each containing the points that an athlete earned for each of the ten events in one competition, as well as their overall score and biographical information. For each athlete we were able to extract their birthdate, performance and country of origin.

Decathlon is scored using a point ranking function where each of the ten events earns the athlete a number of points, with a calculation specific to each event [24]. The points from all ten events are then summed up to produce the final score of the athlete for that competition.

6.2 Experimental Results

6.2.1 Synthetic Data Experiments.

Weighted Participation. Figure 3 shows how our proposed weighted participation changes as we increase the weight of each parameter in the ranking function. In Figure 3(b) and (d) we see that low-means distributions do not participate in the selection unless they have a high weight. This is particularly true for $p_2$ which has a low mean and a small standard deviation. In contrast, both $p_1$ and $p_4$ quickly account for a high weighted participation as they have a relatively large number of high-scored values. When all parameters are weighted equally (vertical line, same values for all four subfigures), there is a significant difference in the participation of each parameter to the selection, based on its underlying distribution and the probability it produced values above the threshold $T_k$.

Figure 5 shows how the weighted participation metrics vary, for an equi-weighted ranking function over four parameters, each with a different underlying distribution. First, despite the fact that the parameters are weighted equally in the ranking function, their participation to the selection is very different. The parameters whose distributions follow a uniform distribution $p_1$, or a normal distribution with a high mean $p_4$, contribute more to the selection, as they produce more points with high values. In contrast, the parameters that follow a normal distribution with a lower mean, $p_2$ and $p_3$, contribute much less than their weight in $f$, especially when
Figure 3: Weighted Participation of each parameter \( p \) as a function of the weight of each parameter \( P \). For each plot, we vary the weight \( W_i \) of one parameter \( p_i \), the other parameters weights are then computed as \( 1 - W_i \).

Figure 4: Distance Metrics: Euclidean Distance, Centroid Distance, and Normalized Centroid Distance (Diversity) as a function of the weight of each parameter \( P \). For each plot, we vary the weight \( W_i \) of one parameter \( p_i \), the other parameters weights are then computed as \( 1 - W_i \).

Figure 5: Weighted Participation as a function of \( k \)

Figure 6: Centroid and Normalized Centroid Distance (Diversity) as a function of \( k \)

their standard deviation is low, as all the values for the parameter are similar, and relatively low. As we increase \( k \) the behavior vary slightly, depending on which distribution has more values above \( \bar{k} \), and would eventually converge to \( A^W_N(p_i) = 0.25 \) for all \( p_i \) when \( k = N \).

**Diversity.** Figure 4 shows how our proposed Diversity metrics (Normalized Centroid Distance and Centroid Distance) vary as we change the weights of the the parameters compared to the existing Euclidean distance. We vary each parameter weight separately to show how each individually account for the diversity of the selection. Much of the diversity in the selected objects comes from the uniform distribution since it is more spread than other distributions. This explains why, across all the plots, diversity is highest when the weight of the uniform distribution approaches 0. Since all the parameters contribute to the diversity, the point indicated by the light blue line where they are all equal is close to a local minimum as the resulting selected objects tend to have high values in all parameters. We see that the Centroid distance closely approximate the pairwise Euclidean distance, justifying our choice to select it, rather than the \( O(k^2) \) Euclidean distance. The normalizing factor of our Normalized Centroid Distance scales it to be a more useful an expressive metric of diversity.

Figure 6 shows how the Normalized Centroid distance and Centroid distance vary as we raise \( k \) from 1% to 50% of \( N \). By definition, when \( k \) is 100%, the normalized centroid distance is 1 since the two distributions become identical. This makes the normalized version of the metric more insightful as it expresses some comparison between the selected \( k \) objects diversity and the underlying distribution. It also shows nicely how selecting more objects increases diversity; an interesting result in applications where \( k \) is not bounded.
Figure 7: Disparity as a function of the weight of each parameter \( P \). For each plot, we vary the weight \( W_i \) of one parameter \( p_i \), the other parameters weights are then computed as \( 1 - W_i \).

<table>
<thead>
<tr>
<th>School A (Points)</th>
<th>Math Score</th>
<th>ELA Score</th>
<th>Grades</th>
<th>Absences</th>
</tr>
</thead>
<tbody>
<tr>
<td>City N=60,865 k = 304 (0.5%)</td>
<td>17.5 points</td>
<td>17.5 points</td>
<td>35.0 points</td>
<td>30.0 points</td>
</tr>
<tr>
<td>Floor</td>
<td>0.175</td>
<td>0.175</td>
<td>0.0875 0.0875 0.0875 0.0875</td>
<td>0.300</td>
</tr>
<tr>
<td>Weighted Participation</td>
<td>0.181</td>
<td>0.157</td>
<td>0.076 0.081 0.082 0.082</td>
<td>0.340</td>
</tr>
<tr>
<td>District N=2,376 k = 238 (10%)</td>
<td>15.5 points</td>
<td>15.5 points</td>
<td>33.0 points</td>
<td>28.0 points</td>
</tr>
<tr>
<td>Floor</td>
<td>0.180</td>
<td>0.165</td>
<td>0.083 0.083 0.084 0.086</td>
<td>0.320</td>
</tr>
<tr>
<td>Weighted Participation</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>School B (Weighted Sum)</th>
<th>Math Score</th>
<th>ELA Score</th>
<th>Grades</th>
<th>( T_k )</th>
</tr>
</thead>
<tbody>
<tr>
<td>City N=61,127 k = 306 (0.5%)</td>
<td>3.95</td>
<td>3.95</td>
<td>94.98</td>
<td>97.2375</td>
</tr>
<tr>
<td>Floor</td>
<td>0.190</td>
<td>0.096</td>
<td>0.714</td>
<td></td>
</tr>
<tr>
<td>Weighted Participation</td>
<td>0.150</td>
<td>0.106</td>
<td>0.745</td>
<td></td>
</tr>
<tr>
<td>City N=61,127 k = 3056 (5%)</td>
<td>3.28</td>
<td>3.28</td>
<td>88.89</td>
<td>93.8875</td>
</tr>
<tr>
<td>Floor</td>
<td>0.150</td>
<td>0.106</td>
<td>0.745</td>
<td></td>
</tr>
<tr>
<td>Weighted Participation</td>
<td>0.150</td>
<td>0.106</td>
<td>0.745</td>
<td></td>
</tr>
<tr>
<td>District N=2,378 k = 238 (10%)</td>
<td>3.47</td>
<td>3.47</td>
<td>90.61</td>
<td>94.8375</td>
</tr>
<tr>
<td>Floor</td>
<td>0.204</td>
<td>0.090</td>
<td>0.706</td>
<td></td>
</tr>
<tr>
<td>Weighted Participation</td>
<td>0.204</td>
<td>0.090</td>
<td>0.706</td>
<td></td>
</tr>
</tbody>
</table>

Table 2: Floor and Weighted Participation for the NYC high schools data

**Disparity.** Figure 7 shows disparity on the parameters used for ranking on our synthetic dataset. Since all the parameters are positively weighted, the disparity never gets far bellow 0. In addition, in Figure 7(a) we see that as we increase the weight of the uniform distribution, we rapidly approach 0.5 disparity. This can easily be explained by the fact that the best objects in for \( p_1 \) (uniform distribution) are likely to be close to 1, and the mean of the entire distribution is 0.5. Figure 7 (b-d) are especially interesting, where we see the impact of the standard deviation on the disparity. When \( p_2 \) (resp. \( p_4 \)) dominates the selection (has a high weight \( W_i \)), objects are selected in the top-5% of \( p_2 \), and tend to be very close to the mean of the distribution itself, leading to small disparity scores.

**6.2.2 Real-data experiments: NYC School Admissions.** We now use our metrics to analyze the behavior of school admission ranking functions in the NYC data set. The floor and weighted participation of the parameters used in the ranking functions of the two Schools A and B are given in Table 2 for three different scenarios per school: selecting the top 0.5% and top 5% of students citywide, and selecting the top 10% of students district-wide. Because the data set has a lot of missing information (e.g., some students leave the school system, some opt out of tests) we only report on the ranking of \( N \) students who have values for all the ranking function parameters. This number is slightly different for School A and School B as their ranking functions use a different set of parameters.

Table 2 shows that the ranking function of school B offers opportunities for students to compensate a (relatively) lower test score or grade with a higher grade or test score in another subject and still qualify to be selected, whereas the coarse point ranking of School A, and the fact that it penalizes for every less-than-excellent grade or score but does not reward extremely high grades and scores, does not allow for much variation. In fact, in the first scenario, only students with perfect scores on the point scale are selected.

While the participation of each parameters for School A is generally close to that of their relative points in the ranking function, there are interesting variations for School B, whose weighted participation of grades (above 70%) exceeds significantly the weight the decision-maker had assigned to grades (55%). For both schools, the Math scores account for more than the ELA scores, despite their weights (or points) being equal in the school rubrics.

The disparity vector for the ranking functions used by Schools A and B is given in Table 3 for the three scenarios highlighted above. Note that while the schools have around 100 available seats each, because the school admission is handled by a matching algorithm (Section 2), schools typically go deeper in their ranked list.
Table 3: Disparity vectors for the NYC high schools data

<table>
<thead>
<tr>
<th>School A (Points)</th>
<th>GPA</th>
<th>Math Score</th>
<th>ELA Score</th>
<th>Low-Income</th>
<th>Sex</th>
<th>ELL</th>
<th>Special Ed</th>
<th>norm</th>
</tr>
</thead>
<tbody>
<tr>
<td>City N=60,865; k = 304 (0.5%)</td>
<td>0.167</td>
<td>0.348</td>
<td>0.293</td>
<td>-0.328</td>
<td>0.145</td>
<td>-0.107</td>
<td>-0.195</td>
<td>0.643</td>
</tr>
<tr>
<td>City N=60,865; k = 3043 (5%)</td>
<td>0.154</td>
<td>0.332</td>
<td>0.274</td>
<td>-0.243</td>
<td>0.121</td>
<td>-0.106</td>
<td>-0.196</td>
<td>0.576</td>
</tr>
<tr>
<td>District N=2,376; k = 238 (10%)</td>
<td>0.084</td>
<td>0.177</td>
<td>0.165</td>
<td>-0.167</td>
<td>0.124</td>
<td>-0.036</td>
<td>-0.173</td>
<td>0.375</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>School B (Weighted Sum)</th>
<th>GPA</th>
<th>Math Score</th>
<th>ELA Score</th>
<th>Low-Income</th>
<th>Sex</th>
<th>ELL</th>
<th>Special Ed</th>
<th>norm</th>
</tr>
</thead>
<tbody>
<tr>
<td>City N=61,127; k = 306 (0.5%)</td>
<td>0.177</td>
<td>0.377</td>
<td>0.329</td>
<td>-0.354</td>
<td>0.191</td>
<td>-0.107</td>
<td>-0.204</td>
<td>0.705</td>
</tr>
<tr>
<td>City N=61,127; k = 3,056(5%)</td>
<td>0.160</td>
<td>0.346</td>
<td>0.294</td>
<td>-0.313</td>
<td>0.124</td>
<td>-0.107</td>
<td>-0.196</td>
<td>0.629</td>
</tr>
<tr>
<td>District N=2,378; k = 238 (10%)</td>
<td>0.088</td>
<td>0.189</td>
<td>0.181</td>
<td>-0.222</td>
<td>0.179</td>
<td>-0.036</td>
<td>-0.174</td>
<td>0.435</td>
</tr>
</tbody>
</table>

Figure 8: Participation of the ten Decathlon events on the score as a function of \( k \).

A first observation is that both schools select students with higher GPA and scores than the student population as a whole (disparity score between 0.084 and 0.377). This is not surprising as both schools use grades and scores in their rankings. The disparity is more important when selecting from the citywide population, than when only students from the district are selected as that particular district has a higher ratio of high-performing students than the city.

When looking at demographics dimensions, which are not involved in the rankings, we can see some interesting disparities: both schools select fewer low-income, English-language learners, and special education students than are present in the candidate populations (school or district). The disparity is especially marked for low-income. This is in part because a large percentage of NYC public school students qualify as low income (around 70%). In contrast, while the schools select little to no ELL students in all scenarios, these represent approximately 11% of the city population, and 4% of the district population, limiting the maximum potential disparity for that dimension to these values. Interestingly, both schools select more girls than boys (in our settings, a positive disparity value means more girls are selected compared to their proportion in the underlying data).

Finally, the norm column shows the norm of the vector, a measure of the overall disparity over all the columns of Table 3. Both schools selections are more disparate citywide than district-wide, which can be explained by the fact that the district has more students with high test scores and grades than the city, the selection of students from the district is then more similar to the underlying set of candidates.

6.2.3 Real-data experiments: Decathlon Competitions. In Figure 8, we look at how each of the ten decathlon event participates in the final scores of the top-performers. We see that the 110m hurdles event has the largest impact, regardless of \( k \), as it is the event with the widest range of performances. At the very top-level, the fast running events (110m hurdles, 400m, 100m and long jump) dominate the scoring. In contrast, shot put and 1500m have a very low participation, as athletes tend to have similar scores in these.

Our results are consistent with recent analysis of decathlon scoring in the news, which showed that running events have a larger impact on the outcome of the competition [19].

Figures 9 and 11 show the diversity and disparity measures as a function of \( k \) for both the NYC Schools and Decathlon datasets. We report on the metrics behavior from selecting the best object, according to the ranking function, to selecting half of the dataset.

In Figure 9, we see how the diversity of the selected items evolves as the number of selected items increased. For this experiment, diversity is computed with respect to the parameters involved in the ranking function, so we are measuring how diverse selected students are in terms of grades and scores, and athletes are in terms of their individual events performances. By definition, our diversity metric converges to 1 as more of the data set is selected. Comparing the behavior of diversity for the two scenario is interesting: the diversity of athletes stays pretty low, even as we select half the data set, suggesting that most strong athletes have similar profiles (and that a few low-performing athletes have very different results). In contrast, while the diversity of selected students is low for low values of \( k \) (the best students will excel in every dimension), as more students are selected, we see a greater diversity of profiles.

Figure 11 shows the disparity of the selection, based on attributes not involved in the ranking, for both real-world scenarios. In Figure 11(a), we compare the disparity of School A and B admission functions on the sex, low-income status (poverty), and disability status of the selected students (citywide data). We see that both schools have similar disparities, which become less marked as more
students are selected. In Figure 11(b), we compare the disparity of School A between the two school years. As we noted before, School A tends to mostly select students from its district, so we only consider district students in this plot. We see that the disparity is similar to that of the citywide dataset, and while there are small year-to-year variations, the patterns of disparities stay the same. Finally, Figure 11(c) shows the disparity on the Decathlon data, where we looked at the geographical provenance and age of the participants. The data shows that high-performers are disproportionally European, with an age slightly older than average. North American athletes are under-represented. For all three plots of Figure 11, we report on the overall disparity (Norm).

6.2.4 Comparison with Existing Disparity Metrics. We compared our disparity metric with two other metrics used to identify disproportionality in the outcome of decision-making processes. The first metric is the popular impact ratio [59] shown in Figure 10 for the School A function on citywide data, as a function of $k$. Impact ratio is a simple ratio of the probability of an object of the protected class being selected to the probability of an object not in the protected class being selected. High values are desirable; an impact ratio of 1 means there is no disparity. In practice, and in legal applications, a threshold is set (e.g., 0.8) under which the decision is said to be biased. An issue with impact ratio, is that it treats all parameters equally, regardless of their incidence in the data set. Therefore, it tends to overstate the bias towards protected classes which have low numbers of objects, such as students with disabilities in our dataset. In contrast, our measure takes into account how many students are impacted by the disparity.

A more recent metric used in ML systems is the Normalized discounted KL-divergence. This metric uses a logarithmic discount measure to express the likelihood that a complete ranking is fair [55]. KL-divergence is a very non-linear metric, something that is slightly more fair can have orders of magnitude less KL-divergence. While this is a very desirable trait for the domains for which the metric was designed, learning fair rankings, it makes it less human-readable, a number that diverges quickly will not allow them to accurately gauge how different two unfairness values are. For example, on our School A dataset for the entire city, the boy-girl disproportionality is about half that of the low-income disproportionality. This is reflected by a Disparity value which is around twice as large in absolute value (0.12 vs. -0.33 when $k=304$ or 0.12 vs -0.24 when $k=3042$) (Table 3). The KL-divergence for the same setting, however, is ten times as small for sex as it is for low-income (0.03 vs 0.23), which does not accurately identify the disparity when read by decision-makers and stakeholders.

6.2.5 Discussions with real users. We have been collaborating with one NYC School District as part of their NY State Integration Plan [39]. After numerous discussions with school administrators on their design process for their school ranking functions, a few things became clear: (1) administrators often have no idea of the distribution of students’ grades and scores and make ad hoc decisions that seem reasonable to them ("I just give the same weight to Math and ELA"), (2) they would welcome a system that would show them the impact of their choices; we presented them with a prototype interface and the response was enthusiastic ("This is exactly what we have been asking for for years!"). (3) they are very aware of the disproportionate impacts of their decisions, but are at a loss as to how to address them. We plan to develop a full interface, using the metrics proposed in this paper to provide explanations to school administrators.

7 CONCLUSIONS

We proposed a set of metrics to explain the expected behaviors of ranking processes. Our goal is to make ranking decision-processes more transparent and explainable, both for decision-makers and for the entities being ranked, especially in the context of public policy decision systems. Our metrics provide information to decision-makers so that they can understand the impact of their ranking choices depending on the underlying distribution of data.

We performed experiments on synthetic data sets to study the behavior of our metrics, and analysed real ranking decision processes. We showed that the contribution of each parameters in the ranking selection does not always match the weight, or the number of points, the decision-maker had allocated to it. In addition, our proposed disparity metric can be used to measure bias of decisions on multiple data dimensions.