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ABSTRACT
In recent years, we have witnessed the development of novel data
augmentation (DA) techniques for creating additional training data
needed by machine learning based solutions. In this tutorial, we
will provide a comprehensive overview of techniques developed
by the data management community for data preparation and data
integration. In addition to surveying task-specific DA operators
that leverage rules, transformations, and external knowledge for
creating additional training data, we also explore the advanced
DA techniques such as interpolation, conditional generation, and
DA policy learning. Finally, we describe the connection between
DA and other machine learning paradigms such as active learning,
pre-training, and weakly-supervised learning. We hope that this
discussion can shed light on future research directions for a holistic
data augmentation framework for high-quality dataset creation.

PVLDB Reference Format:
Yuliang Li, Xiaolan Wang, Zhengjie Miao, and Wang-Chiew Tan. Data
Augmentation for ML-driven Data Preparation and Integration. PVLDB,
14(12): 3182-3185, 2021.
doi:10.14778/3476311.3476403

1 INTRODUCTION
Machine learning (ML), particularly deep learning, is revolution-
izing almost all fields of computer science. Since the last decade,
this trend has extended to classical data management tasks in data
preparation and integration [3, 7, 8, 34, 40, 41, 45, 54] achieving
promising results. For example, in Entity Matching (EM), ML-based
solutions [3, 34] achieved the state-of-the-art matching quality
across EM benchmarks by fine-tuning pre-trained language mod-
els (LMs) such as BERT. However, just like in NLP or CV, these
ML-based solutions are data-hungry: they typically require to be
trained on a large, high-quality labeled dataset to achieve the best
results. For example, in EM, the size of an ideal training set can
be up to tens of thousands of labeled pairs of match/not-match
entity records. Such high label requirements prevent the adoption
of machine learning methods to a wider range of new domains and
applications in practice.

To this end, data augmentation (DA) has become a common
practice in ML to address the challenge of insufficient training data.
The goal of data augmentation is to create synthetic training exam-
ples. For example, in image classification, simple transformations
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such as rotation, cropping, or flipping are shown to be effective in
generating semantics-preserving modified images to boost the per-
formance of an image classifier. It has been an active line of research
in NLP and CV exploring the space of possible data augmentation
operators as well as techniques for tuning and composing these
operators to form more effective data augmentation policies.

In this tutorial, we aim at providing a comprehensive overview of
data augmentation techniques for ML-driven data preparation and
integration tasks. More specifically, we focus on information extrac-
tion, data cleaning, and schema/entity matching where ML-based
solutions heavily rely on labeled examples. Apart from surveying
existing DA techniques that commonly leverage rules, transforma-
tions, or external knowledge, this tutorial also covers advanced top-
ics including interpolation [44, 64], conditional generation [32, 50],
and Auto-ML [9, 38]. These are techniques that have been shown to
be successful in related NLP/CV tasks which we believe have a high
potential also in data management tasks. We will also draw the
connections between DA and other machine learning methods such
as active learning, pre-training, and weakly-supervised learning
that interest the DB community at large.
Scope, target audience, and outline. We plan for a 3-hour tuto-
rial but are also flexible with a 1.5-hour arrangement. The tutorial
targets both data management researchers and practitioners who
are interested in learning about any of these topics: data integra-
tion, cleaning, extraction, data augmentation, and ML. However,
there are no pre-requisites for this tutorial apart from basic data
management background.

This tutorial will start with a general introduction of the afore-
mentioned data management tasks, their recent ML-based solutions,
and DA (Section 2). Next, we provide a survey of existing DA tech-
niques for each task (Section 3). We will also overview advanced ML
techniques on how to further improve the effectiveness of DA (Sec-
tion 4). Finally, we will connect the existing approaches with other
learning paradigms to shed light on potential future research direc-
tions (Section 5). In the 1.5-hour version, we will shorten Section 3
and 4 as well as keeping Section 5 a brief discussion.
Recent related tutorials. This will be the first tutorial focusing
on data augmentation for data management tasks. There were two
related tutorials presented at recent data-centric research venues
([17] at SIGMOD 2018 and VLDB 2018 that covered ML-based data
integration and [59] at VLDB 2020 that referred to DA as part of
data acquisition that integrates training data with additional data).

2 BACKGROUND
Machine learning, especially supervised learning models, has been
used for solving data management tasks, including data integration,
data cleaning, and information extraction, for years [17]. Tech-
niques used for these problems also evolve from Naïve Bayes [60],
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decision trees [5], to deep neural networks [29, 45, 46, 59] and
recently pre-trained language models (LMs) [34, 43, 65].

To harness the power ML, many supervised ML models, espe-
cially deep learning models, require large amounts of annotated
training data to avoid over-fitting, increase robustness and improve
quality. However, acquiring training data is time consuming, ex-
pensive, and oftentimes error-prone [53] process. Therefore, data
augmentation is used for automatically enriching and diversifying
the existing training dataset without collecting new labels. Data
augmentation refers to the process of automatically enriching
and diversifying examples in the training dataset.

In computer vision, data augmentation operators, such as rotat-
ing, cropping, padding, and flipping the original image, are widely
used and proved to be very effective [9, 49]. Recent years, data
augmentation also has received increasing attention recently in the
natural language processing community [18, 30, 58]. Likewise, data
augmentation also significantly benefits many ML-based solutions
for data management tasks.

3 DA FOR DATA MANAGEMENT
In this section, we will focus on two main problems, data prepa-
ration and data integration, and describe how existing ML-based
solutions benefit from the data augmentation process.

3.1 DA for Data Preparation
Data preparation plays an essential role for many data analytic
applications. Two significant tasks for data preparation include
information extraction and data cleaning. Recently, ML-based solu-
tions, in particular those that are enhanced by data augmentation,
have become one of the main streams for solving these tasks.
Information extraction. Information extraction focuses on ex-
tracting structured information fromunstructured or semi-structured
data sources, and it is a popular research topic for both data man-
agement (DB) and natural language processing (NLP). Information
extraction includes several core tasks, such as named entity recog-
nition, relation extraction, and coreference extraction. Many recent
solutions to these core information extraction tasks rely on training
examples and machine learning approaches. Thus, such solutions
can greatly benefit from data augmentation to diversify and enrich
the training dataset, which will further alleviate the cost for collect-
ing high quality labeled data and improve the model accuracy.

Named entity recognition task is often formulated as a sequence
tagging problem. Mathew et al. [11] and Snippext [44] adapt sev-
eral basic data augmentation operators, commonly used for se-
quence classification tasks, to perform the sequence tagging task;
DAGA [13] uses conditional generation to produce synthetic train-
ing examples. Relation extraction focuses on assigning a relation
label for two entities in a given context. To augment examples in
the training set, Xu et al. [63] use dependency path between enti-
ties to classify the relation and they augment the paths via entity
directions; Lin and Miller et al. [37] leverage external ontology
knowledge to augment training examples.
Data Cleaning. Error detection is an essential step for data clean-
ing. Given a cell in a database, the goal of error detection is to
determine whether its values are correct or not. Thus, it is natural
to use machine learning for error detection by classifying whether
the given cell is either clean or dirty.

HoloDetect [26] uses a data augmentation-based approach for
detecting erroneous data. In essence, HoloDetect enriches and bal-
ances the labels of a small training data through the learned data
transformations and data augmentation policies.

3.2 DA for Data Integration
The research of data integration has been expanded in several core
directions, such as schema matching/mapping and entity matching.
Many of these core tasks have benefited significantly from the
recent advances in machine learning (ML) [15, 17] and human
annotated datasets.
SchemaMatching. SchemaMatching focuses on finding the corre-
spondence among schema elements in two semantically correlated
schema. To use machine learning for schema matching, the problem
can also be formulated as a classification problem [14]: for each
schema element from the source schema, the task is to assign labels
that correspond to schema element from the target schema.

Augmenting training examples has been applied for schema
matching solutions for years. Madhavan et al. [39] use mapping
between schemas in the same corpus to augment existing training
examples; Dong et al. [16] adapt a similar augmentation method to
enrich training examples for a ML model that predicts the similarity
between two schema elements; ADnEv [54] augments training data
of similarity matrices used for improving schema matching results.
Entity Matching. Entity Matching (also known as record linkage
and entity resolution) is the problem of identifying records that
refer to the same real-world entity, and it is an important task
for data integration. A fundamental step for entity matching is to
classify whether entity pairs as either matching or non-matching.

To enrich training examples for entity matching, Ditto [34] ap-
plies 5 distinct basic data augmentation operators in three different
levels to transform existing examples into new (synthetic) ones;
Thirumuruganathan et al. [56] use data augmentation to create
new training examples from the unlabeled dataset, by assigning
both positive and negative labels to a transformed data point in the
unlabeled set, to enforce a strong co-regularization on the classifier.

4 ADVANCED DATA AUGMENTATION
In this section, we will cover some advanced DA techniques emerg-
ing from NLP/CV tasks and discuss their usage in data management
tasks. These techniques heavily rely on recent ML techniques like
representation learning, neural sequence generation, and Auto-ML.

Interpolation-basedDA. MixUp [64], a recent data augmentation
method for image classification, produces virtual training exam-
ples by combining two randomly sampled training examples into
their linear interpolations. Variants of MixUp have also achieved
significant improvements on sequence classification and tagging
tasks. We will first introduce methods that adapted the MixUp
technique to sequential data by performing interpolations between
two sequences in their embedding space [6, 22]. Then we present
MixDA [44], which interpolate original training examples’ encoded
representations with augmented sentences by simple augmentation
operators mentioned in Section 3. After that, we discuss how to
apply MixDA to data integration tasks, using Ditto [34] for entity
matching as an example.
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Generation-based DA. Leveraging the recent advancements in
generative pre-trained language modeling [32, 50], this category
of DA methods attempts to overcome the challenge of lacking
diversity as in simple DA operators. We will review the back-
ground knowledge about neural text generation and introduce
recent DA techniques that it inspires. With the goal of reducing the
label corruptions and to further diversify the augmented examples,
these techniques filter out low-quality generations using the target
model [1] or apply conditional generation on the given labels [31].
We also discuss a recent DA method InvDA [43] trained on the
task-specific corpus in a self-supervised manner, which learns how
to augment existing examples by “inverting” the effect of multiple
simple DA operators and has been shown effective for entity match-
ing and data cleaning. There is another line of generation-based DA
methods using Generative Adversarial Networks (GANs) [21] in
CV. For relational data, researchers have used GANs to synthesize
tables [19, 48], which can also be used for DA.
Learned DA policy. This category of DA methods aims at auto-
matically finding best DA policies (combination of DA operators),
by solving an additional learning task. We first introduce different
optimization goals for the DA-learning task [9, 10, 27, 33, 35, 38, 47]
and the different searching techniques to solve the DA-learning
task, including Bayesian optimization [36], reinforcement learn-
ing [9, 27, 47, 52], and meta-learning [23, 33, 35, 38]. Among these
approaches, meta-learning-based searching techniques show better
efficiency since they enable the use of gradient descent by differen-
tiating the search space. Finally, we present a meta-learning-based
framework Rotom [43] that adapts the most popular optimization
objective (minimizing the validation loss) and the to select and
combine augmented examples.

5 DAWITH OTHER LEARNING-PARADIGMS
We finally discuss several opportunities and open challenges in
combining data augmentation with other learning paradigms other
than supervised learning for data preparation and integration.
Semi-supervised and active learning. In addition to labeled ex-
amples, data augmentation can also be applied to unlabeled data in
a semi-supervised manner to exploit the large number of unlabeled
examples [2, 43, 62] for consistency regularization. Active learning,
which selects the most informative unlabeled examples for human
to assign labels and update the model, has also been used in data
integration tasks [29, 42]. Both the initial model training and the
iterative labeling process of active learning can benefit from data
augmentation to further reduce the label requirement [20], but it
is non-trivial to make the DA process and the fine-tuning of deep
learning models interactive enough to support user inputs.
Weak-supervision. Data augmentation is sometimes referred to
as a special form of weak supervision, which in general uses noisy
sources such as crowd-sourcing and user-defined heuristics to pro-
vide supervision signals from unlabeled examples. Data program-
ming [51, 57] enables developers to provide data programs (labeling
functions) that labels a subset of the unlabeled examples. In the
same manner, Snorkel [52] takes as input the user-defined DA
operators (transformation functions) and learns to apply them in
sequence, which can be a good accompany of the DA methods dis-
cussed in this tutorial. One challenge remains in data programming

is the difficulty of generating functions by enumerating heuristics
rules, which may be potentially addressed by data transformation
techniques [24, 25, 28] that have been extensively studied in the
DB community.
Pre-training for relational data. It has been shown that pre-
trained language models can be used to construct distributed rep-
resentations of relational data entries and provide significant per-
formance gain [34]. However, LMs did not characterize the struc-
ture information and factual knowledge in relational data. Very
recently people have started investigating structure-aware repre-
sentation learning for relational data in different data integration
tasks [4, 12, 55], and it is promising but also challenging to have
pre-trained models for different domains and tasks. We expect pre-
trained models for relational data to provide effective DA for data
integration tasks, like LMs for text data augmentation [27, 31, 61].
Given the huge success of pre-trained LMs in NLP community, pub-
licly available pre-trained models for relational data would boost
future research for data integration and table understanding.
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