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ABSTRACT
The vast advances in Machine Learning (ML) over the last ten years

have been powered by the availability of suitably prepared data

for training purposes. The future of ML-enabled enterprise hinges

on data. As such, there is already a vibrant market offering data

annotation services to tailor sophisticated ML models.

In this paper, inspired by the recent vision of online data markets

and associated market designs, we present research on the prac-

tical problem of obtaining data in order to improve the accuracy

of ML models. We consider an environment in which consumers

query for data to enhance the accuracy of their models and data

providers who possess data make them available for training pur-

poses. We first formalize this interaction process laying out the

suitable framework and associated parameters for data exchange.

We then propose two data acquisition strategies that consider a

trade-off between exploration during which we obtain data to learn

about the distribution of a provider’s data and exploitation during

which we optimize our data inquiries utilizing the gained knowl-

edge. In the first strategy, Estimation and Allocation (EA), we utilize

queries to estimate the utilities of various predicates while learning

about the distribution of the provider’s data; then we proceed to the

allocation stage in which we utilize those learned utility estimates

to inform our data acquisition decisions. The second algorithmic

proposal, named Sequential Predicate Selection (SPS), utilizes a sam-

pling strategy to explore the distribution of the provider’s data,

adaptively investing more resources to parts of the data space that

are statistically more promising to improve overall model accuracy.

We present a detailed experimental evaluation of our propos-

als utilizing a variety of ML models and associated real data sets

exploring all applicable parameters of interest. Our results demon-

strate the relative benefits of the proposed algorithms. Depending

on the models trained and the associated learning tasks we identify

trade-offs and highlight the relative benefits of each algorithm to

further optimize model accuracy.
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1 INTRODUCTION
Background and Motivation. Data traditionally has been an as-

set in deriving projections or making decisions. The prevalence of

Machine Learning (ML) models across business functions necessi-

tates access to ample and diverse data sources for training. As an

answer to the vast demand for training data, numerous businesses

offer data annotation services [1, 2, 4] providing annotated data in

a myriad of business categories with varying degrees of special-

ization. It is evident that the need for specialized data to train ML

models has created a corresponding market fulfilling the purpose.

At the same time, in recent years we have experienced the in-

creasing prevalence of online data markets such as Dawex [3],

WorldQuant [6], and Xignite [7], to name a few, which aim to make

access to data a commodity, for modelling or learning purposes.

In these markets the main idea is to facilitate interaction between

data providers (e.g., individuals or organizations that possess data in
diverse domains and wish to offer them to other interested parties)

and data consumers who are interested to obtain data to accomplish

certain tasks, such as training new ML models or increasing the

accuracy of existing ones, or conducting statistical estimation. Since

such platforms aim to adopt the characteristics of a market, data

exchange carries an underlying cost (e.g., monetary value). The

emergence of such markets can be viewed as an initial step to the

enablement of efficient trading of data.

The design of the operating principles, market mechanisms and

tradings strategies (to name a few topics) of such markets constitute

open research directions and involve multiple research communi-

ties. Recently, in the database community, Fernandez et al. [21]

presented their vision for a research agenda on market design in

data market platforms and discussed various important research

directions of broader data management interest in making the data

market vision a reality.

The Problem. In this paper, we consider a domain Γ = {X,Y},
where X denotes the feature space and Y denotes the label space

(e.g., possible class labels for classification tasks, possible values

of the dependent variable for regression tasks). The purpose is to

train a model for a target distribution 𝑝 over Γ such that the model

attains high accuracy on data drawn from the same distribution. We

focus on supervised learning and assume that the data consumer

(consumer for short) already has an ML model (e.g., CNN, SVM, a

regression model) built utilizing some training data from Γ, and
wishes to obtain data from a data provider (provider) offeringD𝑝𝑜𝑜𝑙

drawn from the target distribution 𝑝 . The aim of the consumer is

to maximize the improvement in the accuracy of the model
1
.

To facilitate the interaction, the provider exposes meta-data of

D𝑝𝑜𝑜𝑙 , such as the range of values in each attribute, and the set of

possible labels on the records. We assume a typical query interface

1
We use the term “accuracy" in a broad sense here, which depending on the ML model

can be measured in different ways (precision for classifiers, root mean squared error

for regression models, etc.), and our discussion is independent of its exact choice.
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supported by both parties, akin to the prevalent application pro-

gramming interfaces (API) in existence for any online service [5].

The interface supports a predicate 𝑃 specifying the properties of the

records requested, and an integer 𝐼 denoting the number of records

to obtain (e.g., 10 images with label = ’dog’, or 100 records

with 2018≤year≤2020). Such predicates impose multi-attribute

conjunctive conditions in the more general case. After receiving

the query request from the consumer, the provider randomly selects

without replacement 𝐼 records satisfying 𝑃 fromD𝑝𝑜𝑜𝑙 and returns

these records to the consumer.

We assume that the consumer carries a budget 𝐵 on the total

number of records that can be requested
2
. The number of records re-

quested by the consumer each time a query is issued to the provider

may vary, and is decided by the consumer, as long as the total

number of records requested across all queries is within the budget

𝐵. For example, if the consumer can obtain 10 images from the

provider, these can be obtained by inquiring for 10 images once or

for 5 images twice.

Suppose that the accuracy of the underlying model is evaluated

on a testing data set D𝑡𝑒𝑠𝑡 ⊂ Γ. The task of the consumer is to

identify a series of queries ⟨(𝑃1, 𝐼1), (𝑃2, 𝐼2), · · · , (𝑃𝑧 , 𝐼𝑧)⟩ to obtain

𝐵 records, where

∑𝑧
𝑖=1

𝐼𝑖 = 𝐵 with 𝑃𝑖 and 𝐼𝑖 being respectively the

predicate and the number of requested records in the 𝑖-th query. Let

D𝑜𝑡𝑑 be the records obtained from the provider using the identified

queries (|D𝑜𝑡𝑑 | = 𝐵), D𝑖𝑛𝑖𝑡 be the data the model of the consumer

is trained on initially, andM ′ be the model re-trained on all the

data the consumer has after data acquisition (i.e., D𝑜𝑡𝑑 ∪ D𝑖𝑛𝑖𝑡 ).

The objective of the data acquisition process is to improve as much

as possible the accuracy ofM ′ on D𝑡𝑒𝑠𝑡 .

Proposed Solutions. We develop data acquisition strategies

to address this problem. In particular, we consider the trade-off

between exploration and exploitation in data acquisition. During

exploration, requested data records from the available budget are

obtained to gain more knowledge regarding the distribution the

provider’s data, so that better predicates can be designed for sub-

sequent queries. During exploitation, data records are obtained

based on the current information the consumer possesses. With a

limited budget of records to be requested, one must strike a balance

between exploration and exploitation by allocating the requested

records within the budget wisely such that the accuracy of the

resulting model is maximized.

We propose two methods to determine how to allocate the exist-

ing budget of records across queries (the budget allocation problem)

adopting different strategies. The first solution, which we refer to

as estimation-and-allocation (EA), consists of two stages: during the

Estimation Stage, the consumer issues a number of queries obtain-

ing a number of random records for each of them to explore from

D𝑝𝑜𝑜𝑙 ; we subsequently estimate (without re-training the model)

the expected improvement in model accuracy utilizing the records

for each query, which we refer to as predicate utility. During the

Allocation Stage, the consumer allocates the remaining record bud-

get according to the estimated utilities. We investigate methods to

quantify the estimation error and propose an adaptive method to

balance between reducing the estimation error and controlling how

2
Such a budget can be determined based on monetary costs per record offered by the

provider or by the monetary cost of each query, etc. Any mechanism to assign a value

to data (e.g., price or otherwise) is completely orthogonal to our approach.

much of the record budget is devoted to obtaining the estimation;

as a result, budget is reserved to be allocated more effectively for

predicates with high utilities. For the Allocation Stage, we pro-

pose different allocation strategies and showcase their performance

under various settings in Section 6.

The second solution, which we refer to as sequential predicate
selection (SPS), is based on the observation that for a predicate 𝑃 ,

the associated predicate utility decreases as we obtain more records

for the predicate, due to information redundancy [23]. The core

idea of SPS is to iteratively pose queries requesting a small number

of records while balancing between (1) obtaining more records

with predicates yielding higher expected utility, and (2) closely

monitoring the utility decrease of each predicate as we obtain more

records. We implement this design utilizing Thompson Sampling

(TS) [40, 45], an action selection method, for its simplicity and

proven performance, but the design can be implemented with other

action selection methods (such as the 𝜖-greedy algorithm [43]) as

well.

As both EA and SPS rely on the expected predicate utility, we

investigate how to best estimate it without re-training the underly-

ing ML model. The utility of a predicate 𝑃 is essentially measured

by the improvement in model accuracy resulting from the set of

records selected by 𝑃 , R𝑃 . We propose novelty, which describes

how different the distribution of R𝑃 is from the distribution of the

records the consumer currently possesses satisfying 𝑃 , as the indi-

cator of the potential accuracy gain R𝑃 brings to the model. Note

that our subsequent discussion applies to other utility measures as

well; we experimentally compare various measures in Section 6.11.

We evaluate the performance of EA and SPS on both traditional

ML tasks and Deep Learning tasks, including spatial regression,

radar data classification, and image classification, using classical ML

models as well as state-of-the-art deep models. As will be shown in

Section 6, the proposed methods demonstrate solid performance

across a variety of settings, outperforming alternative approaches

that require frequent model re-training. We also thoroughly study

the effects of various parameters on EA and SPS and provide sug-

gestions on their settings in real-world scenarios.

Contributions. Our main contributions can be summarized as

follows.

• We formally define and study the problem of data acquisition

for improving the performance of ML models given a budget.

We consider this problem in the context of a data consumer

and a data provider in a data market, and it can serve as a

building block for a variety of data markets.

• Wepropose an estimation-and-allocation solution, EA,which

first estimates the utility of each predicate with a portion

of the budget, and then allocates the budget accordingly to

improve the accuracy of the model.

• We devise a sequential predicate selection solution, SPS,

which adaptively conducts exploration and exploitation, by

iteratively requesting a small number of records in each

query, aiming to improve the predicate utility estimates and

utilize such estimates at the same time.

• We design methods to estimate the expected utility of a

given predicate, allowing EA and SPS to proceed without

necessitating the re-training of the underlying model.
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• We experimentally study the proposed solutions across a

variety of settings, including but not limited to, different

tasks, ML models, datasets, distributions, budget limitations,

utility measures. We showcase that each solution has certain

benefits and can be suitably adopted when applied to real-

world settings.

The rest of this paper is organized as follows. In Section 2, we review

related work. Section 3 introduces terminology and background. In

Section 4, we propose the Estimation-and-Allocation method, fol-

lowed by Section 5 that presents the Sequential Predicate Selection

approach. The experimental evaluation is presented in Section 6.

Section 7 concludes this paper.

2 RELATEDWORK
DataMarkets. Recently Fernandez et al. [21] presented their vision
for the design of platforms to support data markets. Our work is

aligned with such a vision addressing a specific problem in this

setting. Data markets have been an active research topic in various

communities. For example, several works adopt a game-theoretic

approach of market design for such markets [8, 33, 37], exploring

issues such as fairness and pricing.

Data Pricing. A lot of research has been devoted to the design

of pricing mechanisms for data. A recent survey [39] presents an

overview of works related to data pricing from a data science per-

spective. Other works [11–13, 32], present pricing-specific problems

for queries and models. Pricing mechanisms for data are an orthogo-

nal problem to our work. Any applicable pricing mechanism can be

adopted to determine the number of records one can obtain based

on applicable monetary budgets.

Data Acquisition. Another area related to data markets is the

acquisition of data. Chen et al. [14] consider the problem of ob-

taining data from multiple data providers in order to improve the

accuracy of linear statistical estimators. The focus is strictly on

linear statistical techniques and they provide certain types of guar-

antees on the best strategies to adopt when providers decide to

abstain from making their data available and thus data costs vary

dynamically. In a related thread Kong et al. [28] study the prob-

lem of estimating Gaussian parameters and other estimators with

Gaussian noise. Zhang et al. [48] study incentive mechanisms for

participants in data markets to refresh their data.

Data Augmentation. Data augmentation and feature selection

for machine learning have also attracted research interests recently

[15, 31, 41]. Kumar et al. [31] focus on ML model training on rela-

tional data and propose methods to decide whether joining certain

attributes would improve the model’s accuracy. Chepurko et al.

[15] design a system that automatically performs feature selections

and joins so as to improve the performance of a given model. Their

work, however, focuses on the selection and acquisition of (new)

features rather than records, and assumes the accessibility of all

features, and thus is orthogonal to the problem studied herein.

Active Learning. Active learning is concerned with interac-

tively acquiring labels for new data points to improve the perfor-

mance of machine learning models [42]. It has been applied to solve

various problems in data management [36]. In a typical setting for

active learning, we have access to the features of new data and

have to decide the set of records for which we would like to acquire

the label for a cost. In contrast, we deal with the scenario where

the consumer does not have any prior knowledge of the provider’s

data other than the meta-data. Perhaps what is most related to ours

in this area is the work by Lomasky et al. [34], which also aims to

control the class of data to acquire for improving the ML models.

However, they focus on the task of selecting class proportions for

generating new training data. They do not explicitly optimize the

use of a fixed budget, do not tackle regression problems, and require

frequent re-training of the model.

Exploration vs. Exploitation. The trade-off between explo-

ration and exploitation exists in many scenarios where a decision

has to be made with incomplete knowledge. Although methods bal-

ancing this trade-off have been proposed in various contexts, such

as reinforcement learning [43] and online decision making [24],

they are not directly applicable to our problem setting. Nonethe-

less, we share a similar methodology and adopt one of the popular

approaches for performing this trade-off, Thompson Sampling [40],

as the framework to build the proposed SPS solution.

3 PRELIMINARIES
In this section, we formally define the terminology utilized and the

problems we focus on in this paper.

Data Domain and Learning Task.We consider a supervised

learning task defined on a data domain Γ = {X,Y}, where X
denotes the feature space and Y denotes the label space (e.g., all
possible class labels for classification tasks, all possible values of

the dependent variable for regression tasks). Suppose there is a

conditional distribution 𝑝 (𝑦 |𝑥) defined over Γ, where 𝑥 ∈ X, 𝑦 ∈ Y.
The learning task is to train a modelM on a dataset that represents

a distribution 𝑔 that is as close as possible to the target distribution

𝑝 . The accuracy ofM is evaluated on a testing datasetD𝑡𝑒𝑠𝑡 ⊂ Γ. In
accordance to any well-formed learning task, we assume that both

the training data and testing data come from the same distribution

𝑝 . The modelM is evaluated using a function 𝐹 based on D𝑡𝑒𝑠𝑡 ,

denoted as 𝐹 (M;D𝑡𝑒𝑠𝑡 ).
Provider, Consumer, and Budget. The provider maintains a

collection of data records D𝑝𝑜𝑜𝑙 ⊂ Γ drawn from the target distri-

bution 𝑝 , which are provided in the data market and are initially

entirely invisible to the consumer. The consumer has an ML model

M trained on data D𝑖𝑛𝑖𝑡 ⊂ Γ drawn from 𝑝 . Note that although

both D𝑝𝑜𝑜𝑙 and D𝑖𝑛𝑖𝑡 follow the same distribution 𝑝 , they are not

necessarily representative samples of 𝑝 . For example, D𝑝𝑜𝑜𝑙 may

contain a high percentage of records from one part of the data

domain Γ, while D𝑖𝑛𝑖𝑡 from another. In the degenerate case,M is

simply a model randomly initialized without using any training

data, i.e., D𝑖𝑛𝑖𝑡 = ∅. The consumer has a budget 𝐵, which is the

maximum number of records that the consumer can obtain from

the provider.

Query and Predicate. A query 𝑄 = (𝑃, 𝐼 ) consists of a pred-

icate 𝑃 that specifies the properties of the records the consumer

would like to acquire, and an integer 𝐼 that specifies the number

of records requested from the provider. Let R𝑃 ⊂ D𝑝𝑜𝑜𝑙 denote

the set of records that satisfy 𝑃 and R𝑄 denote the set of records

returned by the provider. All possible predicates admissible to the

provider constitute set P, which can be formed in various ways

depending on the task at hand. In the paper we adopt a simple
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yet intuitive predicate construction strategy: for a classification

problem, P contains all predicates with a selection on the class

label (e.g., label = ‘dog’); for a regression problem, we discretize

each attribute into equal-width sub-ranges, and all combinations of

sub-ranges, denoted by “cells”, constitute P (e.g., 1000≤ salary
≤ 2000 ∧ 20≤ age≤ 30). There are many other strategies to

construct and refine P. For example, the consumer may perform

cross validation on D𝑖𝑛𝑖𝑡 and use the𝑚 labels in whichM has the

lowest accuracy to construct P for more targeted acquisition. One

may also inject domain knowledge to the predicate construction

process and only use these classes or cells related to the task as

predicates. For example, a consumer training a cat/dog classifier

may not consider predicate label = ‘horse’. Refer to Section 6.1

and Section 6.7 for more details on the methodology to construct

P adopted in this work and the associated evaluation. We note

that the investigation of predicate construction strategies and their

properties is an interesting direction for future work. Our emphasis

is to develop methods for data acquisition that are independent of

the predicate construction process.

Interaction. Each round of interaction between the consumer

and the provider consists of two steps: (1) the consumer issues a

query 𝑄 = (𝑃, 𝐼 ) to the provider, and (2) the provider returns a

set of records R𝑄 , where |R𝑄 | = 𝐼 and each 𝑟 ∈ R𝑄 is randomly

sampled from R𝑃 3
. Without loss of generality, we assume that all

records provided to the consumer are unique within the same and

across different rounds of interactions. A predicate 𝑃 can be reused

across different rounds of interactions as long as R𝑃 has not been

exhausted, i.e., there are records in R𝑃 that have not been acquired

by the consumer yet.

Predicate utility.After each round of interaction, the consumer

estimates the utility of the predicate used in the query, which is

useful for planning the next round of interaction. The utility of a

predicate 𝑃 expresses the anticipated accuracy improvement that

R𝑃 brings toM. We define a measure that we call novelty to quan-

tify predicate utility. The basic idea of this measure is to quantify

the difference between the data acquired in the interaction to those

that the consumer currently possesses. The higher the difference,

the more information this interaction brings to the consumer. Let

RM:𝑃 be the records the consumer currently possesses satisfying

𝑃 . The novelty of predicate 𝑃 , denoted as 𝑈𝑃 , is defined on RM:𝑃

and R𝑃 . More specifically, we consider a binary classification prob-

lem that treats RM:𝑃 and R𝑃 as samples from class 0 and class 1

respectively, and train a classifier CLF to distinguish between the

two sets of records. The utility of 𝑃 is computed as follows:

𝑈𝑃 =

∑
(𝑥,𝑦) ∈R𝑃 I[CLF((𝑥,𝑦)) = 1]

|R𝑃 |
(1)

where I[∗] is the indicator function that takes value 1 if statement

∗ is true and 0 otherwise, and CLF((𝑥,𝑦)) denotes the prediction
for record (𝑥,𝑦) made by CLF. In principle, any classifier may be

used as the CLF. However, in practice it is preferred to use light-

weight models for faster training and inference as the computation

of novelty is carried out frequently. We study the influence of

different classifiers in Section 6.9.

3
Note that if 𝐼 is larger than the number of the provider’s remaining records (say 𝐼𝑃 ),

all of the provider’s records will be returned and only 𝐼𝑃 will be deducted from the

consumer’s budget.

The intuition for the design of novelty is that, ifR𝑃 is drawn from

a distribution that is very different than the one RM:𝑃 is drawn

from, then the two sets of records can be easily differentiated and

𝑈𝑃 is high, and vice versa. Note that we only evaluate the accuracy

of the classifier on R𝑃 , because novelty measures how different R𝑃
is, given RM:𝑃 , rather than the other way around. Such methods

for quantifying the difference between two distributions are well

adopted in the ML literature [35]. In practice, it may not be feasible

for the consumer to obtain all the records in R𝑃 due to budget

limitations. As such, in the proposed solutions, we utilize queries

based on the same predicate 𝑃 returning |R𝑄 | ≪ |R𝑃 | records, to
estimate𝑈𝑃 .

Acquisition plan. The acquisition plan of the consumer con-

sists of a sequence of interactions, ⟨(𝑃1, 𝐼1), (𝑃2, 𝐼2), · · · , (𝑃𝑧 , 𝐼𝑧)⟩,
where ∀𝑖 ∈ [1, 𝑧], 𝑃𝑖 ∈ P and

∑𝑧
𝑖=1

𝐼𝑖 = 𝐵. The consumer receives

𝐵 records in total after executing the acquisition plan, denoted as

D𝑜𝑡𝑑 .

The problem of data acquisition for model improvement is de-

fined as follows.

Definition 3.1. Data Acquisition for Model Improvement.
Given (1) a set of records, D𝑝𝑜𝑜𝑙 from a provider, (2) an initial

set of records, D𝑖𝑛𝑖𝑡 , possessed by a consumer, (3) the set of possi-

ble predicates, P, (4) the initial model,M, of the consumer, (5) a

measure to evaluate model accuracy, 𝐹 , and (6) the budget, 𝐵, the

objective of data acquisition for model improvement is to construct

an acquisition plan to maximize 𝐹 (𝑀 ′;D𝑡𝑒𝑠𝑡 ), where𝑀 ′ denotes
the consumer modelM after being re-trained on D𝑖𝑛𝑖𝑡 ∪ D𝑜𝑡𝑑 .

4 AN ESTIMATION-AND-ALLOCATION
SOLUTION

In this section, we introduce estimation-and-allocation (EA), a two-

stage solution, to generate the acquisition plan. Essentially, stage

one of EA is designed to explore, i.e., to gather more information

on how useful each predicate is; while stage two is to exploit, i.e., to

utilize the knowledge gained in stage one to optimize subsequent

actions. Specifically, the first stage, called the Estimation Stage, aims

to obtain accurate estimates on the utilities of predicates in P;
this is achieved via querying the provider requesting a number of

records that constitute a small portion of the budget. Then in the

second stage, called the Allocation Stage, the consumer allocates

the remaining budget and issues queries to the provider based on

the estimated predicate utilities. We first discuss in Section 4.1

how to ensure the quality of the utility estimates in the Estimation

Stage, and present a method that could balance between quality

and budget consumption (the amount of record budget spent) in

Section 4.2. We then elaborate on the Allocation Stage in Section 4.3.

4.1 Estimating Predicate Utility
We now discuss how to estimate the predicate utilities. Recall that

the utility 𝑈𝑃 of a predicate 𝑃 is defined as the accuracy of the

classifier (denoted by CLF) in differentiating R𝑃 from RM:𝑃 . Since

it is not possible to obtain the entire R𝑃 , we rely on queries using

predicate 𝑃 to effectively sample from it. We can estimate𝑈𝑃 based

on the records already acquired with 𝑃 , say ˆR𝑃 , and we use𝑈𝑃 to

denote the estimated value of𝑈𝑃 .
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The effectiveness of EA depends largely on the accuracy of the

predicate utility estimates; thus we investigate how to statistically

bound the estimation error, i.e., the difference between𝑈𝑃 and𝑈𝑃 .

To this end, we aim to find the 𝜖-𝛿 approximations of all predicate

utilities, defined as follows.

Definition 4.1. 𝜖-𝛿 Approximation.𝑈𝑃 is said to be an 𝜖-𝛿 ap-

proximation of 𝑈𝑃 if Pr( |𝑈𝑃 −𝑈𝑃 | ≥ 𝜖) ≤ 𝛿 , where 𝜖 denotes the

error bound and 𝛿 denotes the significance level.

In order to determine whether𝑈𝑃 is an 𝜖-𝛿 approximation of𝑈𝑃 ,

we conduct a statistical test with the following null hypothesis:

𝐻
(𝑃 )
0

: |𝑈𝑃 − �̂�𝑃 | ≥ 𝜖 (2)

where 𝑃 ∈ P is an arbitrary predicate. We reject 𝐻
(𝑃 )
0

at signifi-

cance level 𝛿 when the following condition is met:

reject 𝐻
(𝑃 )
0

if Pr( |𝑈𝑃 − �̂�𝑃 | ≥ 𝜖) ≤ 𝛿 (3)

The rejection condition bounds the probability of type I error (false

rejection) of the statistical test by 𝛿 , and if 𝐻
(𝑃 )
0

can be rejected,

clearly𝑈𝑃 is an 𝜖-𝛿 approximation of𝑈𝑃 .

We next discuss how to compute Pr( |𝑈𝑃 −𝑈𝑃 | ≥ 𝜖). Note that
there are two sources of error in estimating𝑈𝑃 : (1) approximating

𝑈𝑃 with a subset
ˆR𝑃 ⊂ R𝑃 , and (2) the error incurred by the CLF. In

our work, we focus on the error caused by insufficient records (i.e.,

source (1)), and we bound the model error (i.e., source (2)) following

[19]. Nonetheless, both types of error can be reduced by increasing

the size of
ˆR𝑃 [19]. To bound the error attributed to insufficient

records, we present the following result on the distribution of𝑈𝑃 −
𝑈𝑃 .

Theorem 4.2. 𝑈𝑃−𝑈𝑃 ∼ N(0, 𝑈𝑃 (1−𝑈𝑃 )
| ˆR𝑃 |

), whereN(0, 𝑈𝑃 (1−𝑈𝑃 )
| ˆR𝑃 |

)

denotes the normal distribution with mean 0 and variance 𝑈𝑃 (1−𝑈𝑃 )
| ˆR𝑃 |

.

Proof. Since𝑈𝑃 is the accuracy of the binary classifier CLF in

discriminating R𝑃 from RM:𝑃 , for each record (𝑥𝑖 , 𝑦𝑖 ) ∈ R𝑃 , either
CLF((𝑥𝑖 , 𝑦𝑖 ))= 0 or CLF((𝑥𝑖 , 𝑦𝑖 ))= 1, corresponding to the case when

(𝑥𝑖 , 𝑦𝑖 ) is regarded by CLF to be from R𝑃 or RM:𝑃 , respectively.

Also, if we let 𝑟𝑖 = I[CLF((𝑥𝑖 , 𝑦𝑖 )) = 0], 𝑟𝑖 can be viewed as an

independent Bernoulli(𝑝) variable, with 𝑝 being the probability of

𝑟𝑖 = 1. Evidently, in this case, 𝑝 = 𝑈𝑃 .

As 𝑈𝑃 = 1

| ˆR𝑃 |
∑
(𝑥𝑖 ,𝑦𝑖 ) ∈ ˆR𝑃 𝑟𝑖 and 𝑟𝑖 ∼ Bernoulli(𝑈𝑃 ), we know

𝑈𝑃 ∗ | ˆR𝑃 | ∼ Binomial( | ˆR𝑃 |,𝑈𝑃 ). According to the Central Limit

Theorem, we have𝑈𝑃 −𝑈𝑃 ∼ N(0, 𝑈𝑃 (1−𝑈𝑃 )
| ˆR𝑃 |

). □

Since 𝑈𝑃 (1 −𝑈𝑃 ) is not known, we cannot directly estimate the

difference between 𝑈𝑃 and 𝑈𝑃 based on Theorem 4.2. Following

the standard practice [10] in estimating population mean (𝑈𝑃 in

our case), we introduce statistic 𝑡𝑃 as follows:

𝑡𝑃 =
𝑈𝑃 − �̂�𝑃

𝑆𝑃 /
√
| ˆR𝑃 |

(4)

where 𝑆𝑃 =

√
𝑈𝑃 (1 −𝑈𝑃 ) denotes the sample standard deviation.

Clearly 𝑡𝑃 follows 𝑡-distribution with degree of freedom (| ˆR𝑃 | − 1).

Now we can re-write𝑈𝑃 −𝑈𝑃 as follows:

𝑈𝑃 − �̂�𝑃 = 𝑡𝑃 ∗ 𝑆𝑃 /
√
| ˆR𝑃 | (5)

The probability of |𝑈𝑃 −𝑈𝑃 | ≥ 𝜖 can now be computed as follows:

Pr( |𝑈𝑃 − �̂�𝑃 | ≥ 𝜖) = Pr

(
|𝑡𝑃 ∗ 𝑆𝑃 /

√
| ˆR𝑃 | | ≥ 𝜖

)
= Pr

(
|𝑡𝑃 | ≥ 𝜖

√
| ˆR𝑃 |/𝑆𝑃

)

≤
∫ −

𝜖

√
| ˆR𝑃 |
𝑆𝑃

−∞
𝑓𝑛𝑃 (𝑡𝑃 )𝑑𝑡𝑃 +

∫ ∞
𝜖

√
| ˆR𝑃 |
𝑆𝑃

𝑓𝑛𝑃 (𝑡𝑃 )𝑑𝑡𝑃

= 𝑍𝑃

(6)

where 𝑛𝑃 = | ˆR𝑃 | − 1, and 𝑓𝑛𝑃
is the probability density function

of the 𝑡-distribution with degree of freedom 𝑛𝑃 .

Therefore, Pr( |𝑈𝑃 − 𝑈𝑃 | ≥ 𝜖) = 𝑍𝑃 , and 𝐻
(𝑃 )
0

can be rejected

if 𝑍𝑃 ≤ 𝛿 . Evidently 𝑍𝑃 is negatively correlated to | ˆR𝑃 |, and thus

if 𝐻
(𝑃 )
0

cannot be rejected, one can obtain more records utilizing

predicate 𝑃 and issuing additional queries to reduce the value of

𝑍𝑃 until 𝑍𝑃 ≤ 𝛿 . The intuition behind this process is that, the

more records the consumer obtains utilizing 𝑃 , the more accurate

the estimate𝑈𝑃 is, and the smaller |𝑈𝑃 −𝑈𝑃 | would be. When the

null hypotheses for all predicates in P can be rejected, the current

predicate utility estimates are 𝜖-𝛿 approximations.

4.2 Budget-Aware Utility Estimation
The Estimation Stage has to consider two conflicting goals: provid-

ing more accurate estimation of predicate utilities and controlling

the budget consumption so that there is more budget left to spend

in the Allocation Stage. We thus introduce a budget-aware estima-

tion method, which first acquires a small number of records using

each predicate in P and computes utility estimates accordingly, and

then iteratively determines for each predicate whether obtaining

more records to improve the estimation accuracy is worthwhile

based on a measure called heuristic reward. Such a measure is de-

signed to strike a balance between estimation accuracy and budget

consumption.

Since for a given significance level 𝛿 , the estimation accuracy is

contingent on 𝜖 , we adaptively choose and adjust its value in order

to yield estimates with different levels of accuracy. Intuitively, to

achieve higher estimation accuracy, i.e., smaller 𝜖 , the consumer

needs to acquire more records for estimation. Assume that the

consumer has acquired records
ˆR0

𝑃
for each predicate 𝑃 ∈ P. We

use 𝐵′ = 𝐵 − ∑
𝑃 ∈P | ˆR0

𝑃
| to denote the remaining budget of the

consumer. Let 𝜖0 be the minimal 𝜖 that causes the null hypotheses

for all predicates in P to be rejected (note that such 𝜖0 always

exists, with the extreme case being 𝜖0 = 1). The heuristic reward is

defined as 𝐵′ · (1−𝜖0), which is larger if (1) 𝐵′ is large, meaning the

consumer has more available budget, and (2) 𝜖0 is small, meaning

that the estimations are accurate.

Example 4.3. Consider a consumer with budget=500 and there

are 5 predicates to choose from. Assume that the consumer has

acquired 5 records for each predicate, and the resulting sample

standard deviations are [0.1, 0.11, 0.12, 0.13, 0.14] respectively. Let
the significance level 𝛿 be 0.01. Using Equation (6), we know the

minimal values of 𝜖 causing all 𝐻
(𝑃 )
0

(𝑃 ∈ P) to be rejected are
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[0.21, 0.23, 0.25, 0.27, 0.29], and thus the 𝜖 that causes all null hy-

potheses to be rejected, or 𝜖0, is 0.29. Since the remaining budget is

475, the heuristic reward is thus 475 · (1 − 0.29) = 337.25.

Now assume the consumer aims to determine whether reducing

𝜖0 to 𝜖𝑏 , by acquiring more records, would improve the heuristic

reward. In order to compute the heuristic reward corresponding

to 𝜖𝑏 , we need to estimate how many additional records need to

be acquired, Δ𝐵𝑏 , to reach 𝜖𝑏 . We next show how to estimate the

value of Δ𝐵𝑏 .

Recall from Equation (6) that the reject condition of 𝐻
(𝑃 )
0

is

𝑍𝑃 ≤ 𝛿 . Since | ˆR𝑃 | is negatively correlated to 𝑍𝑃 , in order to get

the minimal number of records to acquire to reach a given 𝜖 , we use

the maximal 𝑍𝑃 , i.e., 𝑍𝑃 = 𝛿 , and rewrite Equation (6) as follows:

𝑍𝑃 = 𝛿 ⇔
∫ −

𝜖

√
| ˆR𝑃 |
𝑆𝑃

−∞
𝑓𝑛𝑃 (𝑡𝑃 )𝑑𝑡𝑃 +

∫ ∞
𝜖

√
| ˆR𝑃 |
𝑆𝑃

𝑓𝑛𝑃 (𝑡𝑃 )𝑑𝑡𝑃 = 𝛿

⇔
∫ −

𝜖

√
| ˆR𝑃 |
𝑆𝑃

−∞
𝑓𝑛𝑃 (𝑡𝑃 )𝑑𝑡𝑃 =

𝛿

2

Let 𝐴𝑃 =
𝜖

√
| ˆR𝑃 |
𝑆𝑃

, we can further rewrite the equation above as

follows: ∫ −𝐴𝑃

−∞
𝑓𝑛𝑃 (𝑡𝑃 )𝑑𝑡𝑃 =

𝛿

2

⇔ 𝐴𝑃 = −PCT𝑛𝑃 (
𝛿

2

) (7)

where PCT𝑛𝑃
denotes the percentile function of 𝑡-distribution with

degree of freedom 𝑛𝑃 .

Now having a way to determine the value of 𝐴𝑃 using Equation

(7), we rewrite 𝐴𝑃 =
𝜖

√
| ˆR𝑃 |
𝑆𝑃

as follows:

| ˆR𝑃 | =
(
𝐴𝑃 · 𝑆𝑃

𝜖

)
2

(8)

Equation (8) establishes the relation between the number of records

currently obtained and the error bound 𝜖 that can be obtained using

those records.

Let
ˆR𝑏
𝑃
be the records with which we can reach error bound 𝜖𝑏 ,

we have:

| ˆR𝑏𝑃 | =
(
𝐴𝑏
𝑃
· 𝑆𝑏

𝑃

𝜖𝑏

)
2

(9)

where 𝑆𝑏
𝑃
denotes the sample standard deviation of

ˆR𝑏
𝑃
, and 𝐴𝑏

𝑃
=

−PCT
𝑛𝑏
𝑃
( 𝛿

2
),𝑛𝑏

𝑃
= | ˆR𝑏

𝑃
|−1. Notice that 𝑆𝑃 asymptotically converges

to the population standard deviation, and 𝐴𝑏
𝑃
, which is determined

by PCT𝑛𝑃
, asymptotically converges to the opposite value of the

𝛿
2
-percentile of standard normal distribution [22]. Thus, although

𝑆𝑏
𝑃
and 𝐴𝑏

𝑃
are unknown, we choose to approximate their values by

𝑆0

𝑃
and𝐴0

𝑃
, i.e., the values computed based on

ˆR0

𝑃
, as long as | ˆR0

𝑃
| is

reasonably large.We demonstrate the validity of this approximation

empirically as well in Section 6.2. Therefore, we use

(
𝐴0

𝑃
·𝑆0

𝑃

𝜖𝑏

)
2

as

the least number of records required to achieve estimation error 𝜖𝑏
for predicate 𝑃 .

Example 4.4. Following Example 4.3, we assume that the con-

sumer plans to reduce the error bound to 0.15 from 0.29. The values

of𝐴0

𝑃
for each 𝑃 (Equation (7)) are: [4.68, 4.66, 4.64, 4.63, 4.62]. Thus

the number of records required for each predicate to reach error

bound 0.15 are: [10, 12, 14, 17, 19].

Since we already posses | ˆR0

𝑃
| records satisfying 𝑃 , we need to

acquire

(
𝐴0

𝑃
·𝑆0

𝑃

𝜖𝑏

)
2

− | ˆR0

𝑃
| more records utilizing predicate 𝑃 . The

total additional records from our budget needed to reach 𝜖𝑏 from

𝜖0 is thus

Δ𝐵𝑏 =
∑
𝑃∈P


(
𝐴0

𝑃
· 𝑆0

𝑃

𝜖𝑏

)
2

− | ˆR0

𝑃 |
 . (10)

The new heuristic reward after obtaining these Δ𝐵𝑏 records can

thus be estimated as (𝐵′ − Δ𝐵𝑏 ) · (1− 𝜖𝑏 ). Let 𝜖∗ = arg max𝜖𝑏 (𝐵′ −
Δ𝐵𝑏 ) · (1−𝜖𝑏 ), be the value 𝜖𝑏 yielding themaximal heuristic reward.

The consumer then compares 𝐵′ · (1−𝜖0) with (𝐵′−Δ𝐵𝜖∗ ) · (1−𝜖∗).
If the latter value is higher, meaning that the new combination of

the estimation error 𝜖∗ and remaining budget (𝐵′ − Δ𝐵∗) is better,
we initiate a new interaction to obtain Δ𝐵∗ more records according

to Equation (10). This process continues until the above calculation

indicates no more improvement in heuristic reward is possible via

further interaction; we then terminate the Estimation Stage and

enter the Allocation Stage.

4.3 Budget Allocation
The Allocation Stage of EA is concerned with distributing the re-

maining budget across all predicates in P utilizing their estimated

utilities. We consider two budget allocation strategies, where𝑀𝑃

denotes the budget (number of records) allocated to a predicate 𝑃 :

• Linear Allocation:𝑀𝑃 =
𝐵∗�̂�𝑃∑
𝑃′∈P �̂�

′
𝑃

−𝐵𝑃 , where 𝐵𝑃 denotes

the number of records obtained with 𝑃 during the Estimation

Stage.

• Square-root Allocation:𝑀𝑃 =
𝐵∗
√
�̂�𝑃∑

𝑃′∈P

√
�̂� ′
𝑃

− 𝐵𝑃 .

We sort all predicates in descending order of their utilities and

sequentially obtain records based on𝑀𝑃 starting from the predicate

with the highest estimated utility. This stage continues iteratively

until the budget is exhausted. We demonstrate in Section 6.4 that

each allocation strategy has its own winning cases and therefore

the allocation strategy can be selected based on the specific task.

4.4 The EA Algorithm
The EA solution is summarized in Algorithm 1. We first use 𝑙% (𝑙 is

configurable) of the budget to acquire records using each predicate

to start the estimation (Line 1). We calculate the current estimation

quality 𝜖0 (Line 4) and the estimation quality that is expected to

yield the highest heuristic reward 𝜖∗ (Line 5). The current heuristic
reward is compared with the expected highest heuristic reward

(Line 7), and if the former is higher, we terminate the Estimation

Stage (Lines 7-8) and enter the Allocation Stage (Lines 12-13); oth-

erwise we obtain more records based on 𝜖∗ (Lines 10-11) and repeat
the process. Note that the Estimation Stage also terminates when

the budget is exhausted. However although Line 3 provides an exit

to the estimation stage, corresponding to the case when all budget

is consumed during estimation, such case will never happen as

exhausting all budget provides a heuristic reward of 0 and thus is

prohibited by Line 7.
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Since during the estimation stage more records can be acquired,

it is suggested to initialize Algorithm 1 with a small value of 𝑙 , as

initialization with a large value of 𝑙 may consume too much budget.

However, if 𝑙 is too small (say only 1 record for each predicate),

the sample standard deviation 𝑆𝑃 computed may accidentally be

zero and as a result, 𝑍𝑃 is zero too (Equation (6)). Consequently,

𝐻
(𝑃 )
𝑜 can be rejected with any 𝜖 (even zero) because 𝑍𝑃 ≤ 𝛿 is

always true, and the estimation stage terminates immediately and

abnormally as 𝜖 cannot be further reduced. With these trade-offs

in mind, we experimentally study the influence of the choice of 𝑙 in

Section 6.2.

Algorithm 1 Estimation-and-Allocation

Input: budget 𝐵, all predicates P
1: Initialization: for each 𝑃 ∈ P, acquire 𝑙% random records in

R𝑃 ; assume remaining budget is 𝐵′.
2: //Estimation Stage

3: while 𝐵′ > 0 do
4: 𝜖0 ← minimal 𝜖 to cause the hypotheses to be rejected;

5: 𝜖∗ ← arg max𝜖𝑏 ,𝜖𝑏<𝜖0
(𝐵′ − Δ𝐵𝜖𝑏 ) · (1 − 𝜖𝑏 );

6: //Δ𝐵𝜖𝑏 is computed with Equation (10)

7: if 𝐵′ · (1 − 𝜖0) ≥ (𝐵′ − Δ𝐵𝜖∗ ) · (1 − 𝜖∗) then
8: break;

9: else
10: acquire Δ𝐵′𝜖𝑏 more records according to Equation (10);

11: 𝐵′ = 𝐵′ − Δ𝐵𝜖𝑏 ;
12: //Allocation Stage

13: Allocate the remaining budget using strategies in Section 4.3;

5 A SEQUENTIAL PREDICATE SELECTION
SOLUTION

In this section, we adopt a Bayesian probabilistic approach and in-

troduce an alternative solution called Sequential Predicate Selection
(SPS). While EA employs two separate stages for exploration and

exploitation, SPS utilizes many rounds of interactions, acquiring a

small number of records in each interaction with varying predicates,

achieving both exploration and exploitation in the same round. In

particular, in each round, SPS balances between two objectives: (1)

acquiring more records using predicates that are expected to pro-

vide higher accuracy improvement to the model, based on previous

observations; and (2) exploring to identify other predicates that

may bring even higher accuracy improvement to model accuracy.

We implement the design utilizing Thompson Sampling (TS), an

action selection method with proven performance [24, 40].

5.1 Framework of Thompson Sampling
Thompson Sampling [40] proceeds as follows. Given an action

space A, an agent conducts actions 𝑎1, 𝑎2, · · · , each selected from

A, in rounds. After applying 𝑎𝑡 in round 𝑡 , the agent observes a

reward 𝑟𝑡 , which is randomly generated according to a conditional

probability measure 𝑞𝜃 (·|𝑎𝑡 ). The agent is initially uncertain about

the value of parameters 𝜃 and thus uses a prior distribution 𝑝 to

describe 𝜃 , which is iteratively updated based on (𝑎𝑡 , 𝑟𝑡 ) pairs. The

target is to maximize the cumulative rewards over a given number

of rounds. Given A, 𝑝 , and 𝑞, TS repeats the following steps for

action selection:

(1) Sample
ˆ𝜃 ∼ 𝑝 , i.e., sample the parameters controlling the

reward according to 𝑝 (𝑝 is called the prior distribution of 𝜃

in this round).

(2) Let 𝑎𝑡 = arg max𝑎∈A E𝑞 ˆ𝜃
[𝑟𝑡 |𝑎𝑡 = 𝑎], i.e., 𝑎𝑡 is the action

with the maximum expected reward under parameter values

ˆ𝜃 . Perform action 𝑎𝑡 and observe 𝑟𝑡 .

(3) Update 𝑝 = P𝑝,𝑞 (𝜃 ∈ ·|𝑎𝑡 , 𝑟𝑡 ), i.e., 𝑝 becomes the posterior

distribution of 𝜃 given (𝑎𝑡 , 𝑟𝑡 ).

In the following, we apply TS to the problem of predicate selec-

tion, discuss the choices of 𝑝 and 𝑞 for the problem, and develop

the update method of 𝑝 from prior distribution to posterior distri-

bution. In addition, as will be shown in Section 5.3, the rewards

of predicates evolve over time in our problem, and thus we also

design methods to handle changes in 𝜃 .

5.2 Sequential Predicate Selection Using
Thompson Sampling

In SPS, we repeatedly issue queries to the provider in multiple

rounds of interactions, until the budget 𝐵 is exhausted. In each

round, a query 𝑄 = (𝑃, 𝐼 ) is issued and we calculate a value called

query reward for the records received, deciding on the next query

to generate based on the knowledge acquired so far. The objective

of the consumer is to maximize the cumulative reward for the

queries issued in all rounds of interactions. In what follows, we

detail the set of queries that the consumer can issue, how query

reward is evaluated, and how knowledge regarding the problem

space (queries and the resulting rewards) is updated.

The number of possible queries the consumer may ask is |P | · 𝐵,
as each pair of 𝑃 ∈ P and 𝐼 ∈ [1, 𝐵] can form a query. We assume

that a fixed 𝐼 , denoted by 𝐼Δ, is used for each query. Thus, choosing

a query boils down to selecting a predicate in P, and in the sequel

we use the term predicate reward of 𝑃 and the query reward of

𝑄 = (𝑃, 𝐼Δ) interchangeably. We empirically study the influence of

𝐼Δ in Section 6.5.

Let R𝐼Δ
𝑃

be the records returned by query 𝑄 = (𝑃, 𝐼Δ). The com-

putation of query reward follows the spirit of predicate utility, i.e.,

novelty introduced in Section 3, except for that instead of using the

CLF to differentiate R𝑃 from RM:𝑃 , the query reward differentiates

R𝐼Δ
𝑃

from RM:𝑃 , directly measuring the anticipated accuracy im-

provement R𝐼Δ
𝑃

brings to modelM. More specifically, the reward

of 𝑄 is the number of records in R𝐼Δ
𝑃

that can be correctly labelled

by CLF, following the developments in Section 3. Since records

in R𝐼Δ
𝑃

are randomly selected from R𝑃 , the reward 𝑟 of 𝑃 can be

viewed as a random variable, which is assumed to follow a distri-

bution Pr(𝑟 |𝜃𝑃 , 𝑃), where 𝜃𝑃 refers to the set of parameters of this

distribution. In each interaction, the consumer randomly draws

a value 𝑟𝑃 from Pr(𝑟 |𝜃𝑃 , 𝑃) for each 𝑃 ∈ P, selects the predicate
𝑃∗ = arg max𝑃 ∈P 𝑟𝑃 and issues query (𝑃∗, 𝐼Δ).

After obtaining the records for query (𝑃, 𝐼Δ), we update the dis-
tribution Pr(𝑟 |𝜃𝑃 , 𝑃), by updating the values of 𝜃𝑃 based on the

records received. The distribution Pr(𝑟 |𝜃𝑃 , 𝑃) before and after the

update are the prior distribution and posterior distribution respec-

tively. We choose to use the Beta distribution [25] to model the
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prior distribution, which has been shown to be effective in a vari-

ety of settings [40]. The Beta distribution is characterized by two

parameters 𝛼 and 𝛽 , and it is a particularly good fit for our problem

as 𝛼 and 𝛽 represent the pseudo counts of the number of correct

and incorrect classifications we believe the CLF can make, provid-

ing our initial perspective of the reward function of 𝑃 . Moreover,

as shown in Section 4.1, the reward of (𝑃, 𝐼Δ), i.e., the number of

correctly classified records in R𝐼Δ
𝑃
, follows a Binomial distribution.

It is known that the conjugate of Binomial distribution is the Beta

distribution [17], and the posterior distribution will still be a Beta

distribution, making parameter update highly tractable. We next

show how to compute a Beta posterior from a Beta prior and R𝐼Δ
𝑃
.

Let Beta(𝛼 , 𝛽) be the Beta distribution with two parameters 𝛼

and 𝛽 . In our case, we initialize both 𝛼 and 𝛽 to 1 for all predicates,

essentially making the Beta distribution a uniform distribution, in

line with the fact that the consumer has no knowledge regarding

the rewards of predicates at the beginning. Suppose that the reward

distribution for 𝑃 is Beta(𝛼𝑃 , 𝛽𝑃 ) before a round of interaction, and

R𝐼Δ
𝑃

is received in this round. Let 𝑁
𝐼Δ
𝑃

be the number of records

correctly labelled by CLF, i.e.,

𝑁
𝐼Δ
𝑃

=
∑

(𝑥𝑖 ,𝑦𝑖 )∈R
𝐼Δ
𝑃

I[CLF( (𝑥𝑖 , 𝑦𝑖 )) = 0] (11)

We can show that 𝛼𝑃 and 𝛽𝑃 can be updated as follows to obtain

the posterior distribution conditional on 𝑁
𝐼Δ
𝑃

and 𝐼Δ:

(𝛼𝑃 , 𝛽𝑃 ) ← (𝛼𝑃 , 𝛽𝑃 ) + (𝑁
𝐼Δ
𝑃

, 𝐼Δ − 𝑁
𝐼Δ
𝑃
) (12)

It follows immediately from Equation (12) that (1) the expectation

of distribution Beta(𝛼𝑃 , 𝛽𝑃 ), computed as
𝛼𝑃

𝛼𝑃+𝛽𝑃 , is proportional

to the reward of 𝑃 (notice that
𝛼𝑃

𝛼𝑃+𝛽𝑃 is essentially the percentage

of records satisfying 𝑃 that can be correctly labelled by CLF), so

that the probabilities of selecting predicates with high observed

rewards in future interactions are higher; and (2) after the update,

(𝛼𝑃 + 𝛽𝑃 + 2) is equal to the number of records obtained using 𝑃

so far (as both 𝛼𝑃 and 𝛽𝑃 are initialized to 1). With more records

acquired using 𝑃 , (𝛼𝑃 + 𝛽𝑃 ) becomes larger and the distribution

of Beta(𝛼𝑃 , 𝛽𝑃 ) becomes more concentrated, meaning that we are

more confident regarding the expectation of 𝑃 ’s reward. Note that

this is also the reason why we use the number of correctly labelled

records as the reward rather than percentage thereof: even both

queries (𝑃, 𝐼Δ = 100) and (𝑃, 𝐼Δ = 10) return records of which 80%

can be correctly labelled, the former should give us more confidence

regarding the distribution of 𝑃 ’s reward and thus (𝛼𝑃 , 𝛽𝑃 ) should

be greater in this case.

5.3 Non-stationary Reward Distributions
For our discussion in Section 5.2, we have assumed that the reward

distribution is stationary regardless of the number of records ac-

quired in previous rounds. However, one can observe that as
ˆR𝑃

(the records the consumer has that satisfy predicate 𝑃 ) grows, the

new information brought by each additional record from D𝑝𝑜𝑜𝑙

satisfying 𝑃 decreases, and consequently the reward of 𝑃 decreases.

As such, not all past rewards observed should be treated equally. We

should focus on the rewards observed from recent rounds, which

better reflect the current reward distributions. Therefore, wemodify

the posterior computation in Equation (12) in a way that remem-

bers only the rewards observed from the most recent 𝜏 rounds

of interactions, as inspired by previous research on dealing with

non-stationary reward distributions (e.g., [24, 40]).

More specifically, assume that the consumer has interacted with

the provider using 𝑃 for 𝑡 rounds (including the current round), with

rewards 𝑁
𝐼Δ
𝑃
[1], 𝑁 𝐼Δ

𝑃
[2], · · · , 𝑁 𝐼Δ

𝑃
[𝑡], then 𝛼𝑃 and 𝛽𝑃 are updated

as follows in two steps:

(𝛼𝑃 , 𝛽𝑃 ) ← (𝛼𝑃 , 𝛽𝑃 ) + (𝑁
𝐼Δ
𝑃
[𝑡 ], 𝐼Δ − 𝑁

𝐼Δ
𝑃
[𝑡 ]) ;

(𝛼𝑃 , 𝛽𝑃 ) ← (𝛼𝑃 , 𝛽𝑃 ) − (𝑁
𝐼Δ
𝑃
[𝑡 − 𝜏 ], 𝐼Δ − 𝑁

𝐼Δ
𝑃
[𝑡 − 𝜏 ]), only if 𝑡 > 𝜏

(13)

By remembering only the most recent rewards, the expectation

of Beta(𝛼𝑃 , 𝛽𝑃 ) is closer to the current reward of predicate 𝑃 . Be-

sides, ”forgetting” the previous rewards prevents Beta(𝛼𝑃 , 𝛽𝑃 ) from

becoming too concentrated (recall that (𝛼 + 𝛽) influences how con-

centrated the distribution is), and thus always allows a chance for

more exploration, suitable for the setting with changing rewards.

5.4 The SPS Algorithm
The operation of SPS is summarized in Algorithm 2. We initialize all

reward distributions to Beta(1, 1) (Line 1). At each interaction, we

randomly sample a value 𝑟𝑃 from distribution Beta(𝛼𝑃 , 𝛽𝑃 ) for each
𝑃 (Lines 3-4), and select the predicate 𝑃∗ with the highest 𝑟𝑃 and

issue query (𝑃∗, 𝐼Δ) (Lines 5-6). After receiving a set of records, R𝐼Δ𝑃∗ ,
we update the values of 𝛼𝑃 and 𝛽𝑃 accordingly (Lines 7-8), merge

R𝐼Δ
𝑃∗ into acquired records and deduct 𝐼Δ from the remaining budget

(Line 9). The process terminates when the budget is exhausted.

Algorithm 2 Sequential Predicate Selection

Input: budget 𝐵, all predicates P
Output: A set of records R
1: Initialization: ∀𝑃 ∈ P, 𝛼𝑃 = 1, 𝛽𝑃 = 1; R = ∅
2: while 𝐵 > 0 do
3: for 𝑃 in P do
4: sample 𝑟𝑃 from distribution Beta(𝛼𝑃 , 𝛽𝑃 );

5: 𝑃∗ = arg max𝑃 ∈P 𝑟𝑃 ;
6: ask query (𝑃∗, 𝐼Δ) and receive records R𝐼Δ

𝑃∗ ;

7: compute 𝑁
𝐼Δ
𝑃∗ =

∑
(𝑥𝑖 ,𝑦𝑖 ) ∈R

𝐼Δ
𝑃∗
I[CLF((𝑥𝑖 , 𝑦𝑖 ) = 0)];

8: update (𝛼𝑃∗ , 𝛽𝑃∗ ) with Equation (13);

9: R = R ∪ R𝐼Δ
𝑃∗ ; 𝐵 = 𝐵 − 𝐼Δ;

10: return R;

6 EXPERIMENTS
The techniques we propose are equally applicable to traditional Ma-

chine Learning [13] and Deep Learning [47] models across a variety

of domains. We choose models and datasets in the experiments to

reflect the wide range of applications we envision. More specifi-

cally, we choose state-of-the-art deep models as well as classical ML

models to experiment with. The datasets used in the experiments

include image data, spatial data, and optical-radar data, and the

tasks range from classification to regression.
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6.1 Settings
Datasets. We conduct experiments on four datasets. CIFAR10 and

CIFAR100 [29] are image classification datasets widely used in

the area of ML. The Crop mapping dataset [27] (Crop for short)

contains temporal, spectral, textural, and polarimetric attributes

for cropland classification. It has 175 real-valued features and one

target (seven crop types). 3D Road Network [26] (RoadNet for short)

is a geographical dataset consisting of tuples of longitude, latitude,

and altitude. Following the instruction in [26], we use longitude

and latitude as the features and altitude as the predicted value. The

latter two datasets can also be found in the UCI data repository [18].

The characteristics of the four datasets are summarized in Table 1.

CIFAR10, CIFAR100, and Crop are used for classification tasks,

while RoadNet is used for a regression task. To generate D𝑡𝑒𝑠𝑡 , we

directly use the test sets provided by CIFAR10 and CIFAR100, and

randomly select 20% records from Crop and RoadNet.

Table 1: Dataset Characteristics
dataset # records # classes # dimensions

CIFAR10 60,000 10 1,024

CIFAR100 60,000 100 1,024

Crop 325,834 7 175

RoadNet 434,874 N/A 2

Models. For classification on CIFAR10 and CIFAR100, we adopt

VGG8B with predsim loss function [38], one of the most recent

and state-of-the-art deep learning structures. For classification on

Crop, we use Decision Tree. For RoadNet, we use 𝑘NN Regressor

[9]. We also utilized other applicable models for our evaluation (e.g.,

AlexNet [30], EfficientNet [44]) and observed similar trends. We

use the code of VGG8B provided by the authors, and the Decision

Tree and 𝑘NN Regressor implementation in scikit-learn. Default

settings are adopted for all models.

Construction ofP. For CIFAR10, CIFAR100, and Crop, we build
predicates based on class labels, resulting in 10 predicates for CI-

FAR10, 100 predicates for CIFAR100, and 7 predicates for Crop. For

RoadNet, by default we discretize the data space by partitioning the

range of each feature into four equal-width sub-ranges, resulting

in 4
2 = 16 cells; a predicate selects records falling into a specific

cell. We study the influence of |P | in Section 6.7.

Construction of D𝑖𝑛𝑖𝑡 . We construct D𝑖𝑛𝑖𝑡 using 20% records

in the corresponding datasetD for CIFAR10 and CIFAR100, and 1%

records for Crop and RoadNet. We select records from R𝑃 for each

𝑃 ∈ P to constructD𝑖𝑛𝑖𝑡 following a power-law distribution. More

specifically, with a random order of predicates in P, let 𝑃𝑖 be the
𝑖-th predicate (𝑖 ∈ [1, |P |]), the number of records selected from

R𝑃𝑖 is proportional to 𝑖 .
Selection of CLF.We use the 𝑘NN classifier with 𝑘 = 1 as the

CLF in our experiments. We study the impact of varying 𝑘 values

as well as utilizing diverse classifiers in Section 6.9. For Crop and

RoadNet, we directly use the raw attributes as the input of CLF.

In accordance to previous work on image-based 𝑘NN search [46],

for CIFAR10 and CIFAR100, we first use HOG [16] (Histogram of

Oriented Gradients), a widely-adopted image feature extractor, to

transform an image into a feature vector, and use the transformed

feature vectors as the input of CLF.

Evaluation. Let D𝑜𝑡𝑑 be the records acquired during the acqui-

sition process. We train the model on D𝑖𝑛𝑖𝑡 ∪ D𝑜𝑡𝑑 and evaluate

on D𝑡𝑒𝑠𝑡 . For the classification tasks on CIFAR10, CIFAR100, and

Crop, accuracy is computed as follows:

𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =

∑
(𝑥,𝑦)∈D𝑡𝑒𝑠𝑡 I[M(𝑥) = 𝑦 ]

|D𝑡𝑒𝑠𝑡 |
(14)

whereM(𝑥) denotes the model output on 𝑥 .

For the regression task on RoadNet, we use 𝑅2
score to evaluate

the performance, computed as follows:

𝑅2 = 1 −
∑
(𝑥,𝑦)∈D𝑡𝑒𝑠𝑡 (𝑦 − M(𝑥))

2∑
(𝑥,𝑦)∈D𝑡𝑒𝑠𝑡 (𝑦 − 𝑦)2

(15)

where 𝑦 =

∑
(𝑥,𝑦)∈D𝑡𝑒𝑠𝑡 𝑦
|D𝑡𝑒𝑠𝑡 | .

The acquisition process and model training are repeated ten

times and the average accuracy/𝑅2
score is reported.

6.2 The Effect of 𝑙 on EA
As described in Section 4, EA requires acquiring 𝑙% random records

for each predicate from the provider for initialization. Here, we

experimentally evaluate the effect of 𝑙 on the performance of EA.

To have a common basis for the evaluation of the trends we fix

the significance level (𝛿) at 0.001 throughout the experiment. The

results are provided in Figure 1.
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Figure 1: Effect of 𝑙 on EA

As demonstrated in Figure 1, the performance of EA with a

small budget is more sensitive to the choice of 𝑙 , while 𝑙 has a less

significant impact on EA’s performance when a large budget is

used, except for cases where 𝑙 is very small. The trade-off involved

in selecting 𝑙 can be summarized as follows. Using an overly-large 𝑙

would result in too much budget consumption for the initialization,

and consequently reduce the budget available for the Allocation

Stage of EA, especially when the total budget 𝐵 is small. On the

other hand, using too small an 𝑙 may cause the Estimation Stage to

perform badly, leading to low-quality predicate utility estimates,

as discussed in Section 4.4. In the following experiments, we set

𝑙 = 5 for CIFAR10 and CIFAR100, and 𝑙 = 0.5 for RoadNet and Crop.

Since the budgets we use are fairly large for the respective dataset,

the performance of EA is less dependent on the choice of 𝑙 .

Takeaways. (1) An overly small or large 𝑙 may harm the perfor-

mance of EA. The value 𝑙 = 5 for image data, and 𝑙 = 0.5 for spatial

data worked best during our experiments; (2) The performance of

EA becomes less dependent on the choice of 𝑙 as budget increases.

6.3 Estimation Accuracy of EA
In the Estimation Stage of EA, we assess the utility of predicate

𝑃 , 𝑈𝑃 , based on the records acquired with 𝑃 , ˆR𝑃 . Let 𝑈𝑃 be the

estimated value of 𝑈𝑃 . In this section, we examine the estimation

accuracy. More specifically, we vary the number of records used

for utility estimation, normalized by |R𝑃 |, i.e., | ˆR𝑃 |/|R𝑃 |, to study

its effect on the absolute error of the estimation, i.e., |𝑈𝑃 −𝑈𝑃 |. The
results are presented in Figure 2.
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Figure 2: Estimation Accuracy

As can be observed from Figure 2, the absolute error of the esti-

mation is consistently low (below 0.1), and increasing the number

of records used for estimation further reduces the absolute error.

The reason is that, according to Theorem 4.2, 𝑈𝑃 − 𝑈𝑃 follows a

normal distribution, and increasing | ˆR𝑃 | reduces the standard devi-

ation of the distribution; consequently, the value of 𝑈𝑃 converges

to the true utility,𝑈𝑃 .

6.4 Comparison of Allocation Strategies in EA
Two strategies have been proposed in Section 4.3, namely, Linear

Allocation and Square-root Allocation, which allocate the budget

proportional to the estimated utility of each predicate or its square-

root respectively. In this section we evaluate the impact of the

allocation strategy on the performance of EA, and present the re-

sults in Figure 3. We also conduct one-tailed t-tests to determine

whether the average accuracy improvement of one allocation strat-

egy is statistically higher than the other. The cases for 𝐵 = 5, 000

and 𝐵 = 20, 000 are provided in Table 2, where 𝜇𝐿 (𝜇𝑆 ) denotes the

average accuracy improvement of Linear (Square-root) Allocation.
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Figure 3: Allocation Strategies

Table 2: Significance Test

𝐵 𝐻𝐴 p-value

5,000 𝜇𝐿 > 𝜇𝑆 4e-3

20,000 𝜇𝑆 > 𝜇𝐿 1e-7

As is clear from Figure 3 and Table 2, different allocation strate-

gies achieve similar performance overall, and with significance level

𝛼 < 0.01 we say Linear Allocation yields higher accuracy when the

budget is relatively small (e.g., 𝐵 = 5, 000) and Square-root Alloca-

tion takes the lead when the budget is large (e.g., 𝐵 = 20, 000). This

observation is the result of two competing underlying factors: on

one hand, we should exploit the knowledge on the predicate utility

gained from the Estimation Stage and therefore we should bias

the allocation towards predicates with higher estimated utilities as

much as possible (hence the superiority of Linear Allocation over

Square-root Allocation for small budgets); on the other hand, as

discussed in Section 5, the utility of a predicate 𝑃 decreases as more

records are acquired with 𝑃 , i.e., the marginal benefit of obtaining

records using predicates with higher estimated utilities becomes

lower as the budget grows (hence Square-root Allocation outper-

forms Linear Allocation for large budgets). In other experiments

we adopt Linear Allocation.

Takeaways. (1) Linear Allocation is better suited for data ac-

quisition with budget 𝐵 ≤ 0.2|D| in our experiments; (2) Square-

root Allocation is better suited for data acquisition with budget

𝐵 > 0.2|D| during our evaluation.

6.5 The Effect of Batch Size on SPS
With SPS, records are acquired in small batches of size 𝐼Δ. We

evaluate the effect of 𝐼Δ on the performance of SPS presenting our

results in Figure 4.
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Figure 4: Effect of Batch Size on SPS

As can be observed from Figure 4, data acquisition with a small

budget is more sensitive to the value of 𝐼Δ. The trade-off in select-

ing 𝐼Δ is as follows. Let (𝑃, 𝐼Δ) be the query. With a small 𝐼Δ, the

records returned by the provider may not be representative of R𝑃 ,
and the query reward thus computed is inaccurate. Consequently

SPS cannot identify those predicates with high rewards. On the

other hand, if 𝐼Δ is too large, then each interaction consumes too

much budget, limiting the exploitation of predicates with higher

rewards. However, as the budget increases, SPS becomes progres-

sively less sensitive to the batch size, because (1) the variations in

the records obtained in each interaction have minimal impact on the

overall estimation accuracy given a large number of interactions;

(2) although exploration with large 𝐼Δ consumes more budget, it

also provides more information regarding the reward distribution

(see Equation (12)), benefiting future predicate selection. In the

following experiments, we select 𝐼Δ = 300 for CIFAR10, and 𝐼Δ = 30

for CIFAR100, Crop and RoadNet. Since the budgets we use are

fairly large for the respective datasets, we expect less dependency

on the choices of 𝐼Δ.

Takeaways. (1) The accuracy of SPS is relatively stable over

a wide range of batch size values, only slightly decreasing for an

overly small or large batch size, depending on the ML/DL model

and data; (2) The accuracy of SPS becomes less dependent on the

batch size as budget increases.

6.6 The Effect of 𝜏 on SPS
As discussed in Section 5.3, to deal with the non-stationary reward,

we only use the records acquired by the most recent 𝜏 queries with

𝑃 to update the posterior distribution of 𝑃 ’s reward. We evaluate

the effect of 𝜏 on the performance of SPS, and report the results

on CIFAR10 in Figure 5; similar trends can be observed on other

datasets.
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Figure 5: Effect of 𝜏 on SPS

As can be observed from Figure 5, the performance of SPS is

relatively stable across different values of 𝜏 , with small 𝜏 yield-

ing slightly higher accuracy. The reason is that, as indicated by

Equation (13), with larger 𝜏 , 𝛼𝑃 and 𝛽𝑃 contain more dated reward

observations and thus diverge from the current reward distribution;
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this in turn may cause the acquisition of less useful records (in

terms of accuracy improvement). Having less useful records clearly

has a stronger influence on model accuracy when the total number

of training records is smaller (corresponding to a smaller budget).

However, with the SPS strategy, as long as the predicate with the

actual maximal expected reward has a higher probability to be se-

lected than the other predicates, the cumulative reward is likely

to be maximized. Therefore, SPS is tolerant to inaccurate reward

distribution estimations and robust to the value of 𝜏 . We set 𝜏 to 1

in the following experiments.

Takeaways. (1) Setting 𝜏 = 1 always leads to higher accuracy

during our evaluation; (2) SPS is relatively robust with respect to 𝜏 .

6.7 The Effect of |P |
In this section we study the influence of the number of predicates,

i.e., |P |, on the accuracy of the methods. More specifically, we

change |P | by changing either: (1) the number of labels to construct

P for a classification dataset, or (2) the discretization granularity

for a regression dataset. For case (1), we select CIFAR100 and use

the𝑚 labels with which the model has the lowest accuracy (cross

validated onD𝑖𝑛𝑖𝑡 ) to construct P. For case (2), we use RoadNet and
partition the range of each of the two features into 𝑛 equal-width

sub-ranges, resulting in 𝑛2
cells, which are used as P. The results

are presented in Figure 6.
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Figure 6: Effect of Space Discretization

As is clear from the results on CIFAR100, for case (1), the trend

of accuracy with respect to |P | depends on the budget. The |P |
yielding the maximal accuracy is 50 for 𝐵=5K, 70 for 𝐵=10K, and

100 for 𝐵=20K. The trend confirms our intuition that with a small

budget, limiting the data acquisition to the predicates where the

model is more error-prone reduces extra exploration cost and con-

sequently increases the accuracy; however, this may result in over-

exploitation of these predicates when the budget is large due to

decreasing utility (as discussed in Section 5.3), leading to a slower

increase in accuracy compared to larger P. As can be observed from
the results on RoadNet, for case (2), the 𝑅2

score is relatively stable

with respect to |P |, with a slight increase when |P | is between 9

and 36. The reason is that, an overly coarse partitioning granularity

(small |P |) prevents the effective identification of the area in the

data space where the model has a low 𝑅2
score, while an overly fine

partitioning granularity (large |P |) increases the exploration cost

as there are more predicates whose utilities need to be estimated.

Takeaways. During our experiments, (1) Descritizing the data

space such that each cell occupies 3% − 10% of the size of the entire

data space gives higher 𝑅2
score; (2) For classification tasks with

budget 𝐵 ≤ 0.2|D|, using no more than 70% of all labels to construct

P gives higher accuracy; with 𝐵 > 0.2|D|, using at least 70% of all

labels to construct P leads to higher accuracy; (3) The performance

of the proposed methods is generally stable in terms of the number

of predicates.

6.8 EA vs. SPS
We now experimentally compare the two methods proposed in the

paper, EA and SPS, and showcase the relative trends. We report

the results in Figure 7. We also conduct one-sided t-tests to deter-

mine whether the average accuracy improvement of one method

is statistically higher than the other. The cases for 𝐵 = 3, 000 and

𝐵 = 20, 000 are provided in Table 3, where 𝜇𝑃 (𝜇𝐸 ) denotes the

average accuracy improvement of SPS (EA).
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Figure 7: EA vs. SPS

Table 3: Significance Test

𝐵 𝐻𝐴 p-value

3,000 𝜇𝐸 > 𝜇𝑃 1e-4

20,000 𝜇𝑃 > 𝜇𝐸 1e-9

As can be observed from Figure 7 and Table 3, EA and SPS

provide similar performance, and with significance level 𝛼 < 0.001

we say EA provides a higher accuracy gain with a small budget (e.g.,

𝐵 = 3, 000) and SPS provides a higher accuracy improvement with

a large budget (e.g., 𝐵 = 20, 000). The reason is that EA is a budget-

aware method: with a small budget it tends to allocate less budget

for utility estimation, aided by the heuristic reward, so that more

budget can be allocated to predicates with high estimated utilities.

The mechanism of SPS, on the other hand, is budget-agnostic, and

the exploration of all predicate rewards at the start consumes budget

and limits the chances to exploit predicates with high utilities,

especially when the budget is small. As the budget increases, SPS

starts to outperform EA since it acquires records in small batches

and can flexibly adjust the acquisition strategy in face of utility

changes; EA conducts one-time allocation without considering

future utility changes and the records thus obtained may not be

impactful to improve model accuracy.

Takeaways. In our evaluation, (1) EA is better suited for data

acquisition with budget 𝐵 ≤ 0.2|D|; (2) SPS is better suited for data
acquisition with budget 𝐵 > 0.2|D|.

6.9 The Effect of CLF
As discussed in Section 3, the utility of a predicate is essentially

the accuracy of a classifier (CLF) in differentiating R𝑃 and RM:𝑃 .

Here we experimentally study the influence of CLF on the accuracy

improvement. More specifically, since the utility computation is

carried out frequently, we consider lightweight models including

the 𝑘NN classifier (𝑘 ∈ {1, 3, 5}), the decision tree classifier, and

the perceptron classifier. We report results on CIFAR10 in Figure 8;

similar trends can be observed on other datasets.

As can be observed from Figure 8, the performance of the meth-

ods is not sensitive to the particular model used as the CLF and its

hyper-parameters. In other experiments, we use the 𝑘NN classifier

with 𝑘 = 1.
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Figure 8: Effect of CLF

6.10 Comparison with Baseline Methods for
Data Acquisition

The closest piece of work that can be adapted to our setting for

comparison purposes is the work on active class selection (ACS)

[34]. Although the problem solved therein is different, we can adapt

the methods used for our setting. Therefore, we use ACS (adapted

to our setting) as the baseline and present experimental results

comparing it with our proposals. We note, however, that this is

not a fair comparison, because ACS requires re-training the model

after each interaction which can be computationally prohibitive for

complex models involving large datasets, whereas ours does not.

Specifically, ACS acquires 𝑏 new data records in each round (the

same batch size as used in Section 6.5), which is allocated to each

class uniformly (ACS-Uniform), or in proportion with the accuracy

improvement for each class (ACS-AI), or the number of records

in each class whose label has changed (ACS-RD) during the last

round. Note that ACS-AI and ACS-RD require model re-training

after new records are obtained and thus are too expensive to be

applied to CIFAR10 and CIFAR100. As such, we apply ACS-Uniform

to CIFAR10, and ACS-AI and ACS-RD to Crop, with results provided

in Figure 9. The observations on other datasets are similar and are

thus omitted.
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Figure 9: Comparison with Baselines

The results in Figure 9 (a) indicate that EA and SPS consistently

outperform ACS-Uniform (except for the case of 𝐵 = 4, 000 when all

samples are acquired) and achieve similar accuracy to baselines that
require the model to be re-trained after each interaction, by effectively
acquiring records with higher novelty that are more likely to boost

accuracy.

6.11 Comparison with Utility Measures Based
on Re-training/refinement

One of the main advantages of the utility measure we propose,

novelty, is that it does not require the computationally expensive

step of model re-training. In this section, we compare novelty with

re-training-based utility measures in terms of model accuracy im-

provement and data acquisition cost. More specifically, we compare

with a re-training-based measure whereM is re-trained on newly-

acquired records, say R𝐼
𝑃
, and the improvement in accuracy after

re-training is used as the utility of 𝑃 . While all lightweight models

are re-trained from scratch, we adopt the state-of-the-art incremen-

tal learning method, UCB [20], to refine deep models instead of

conducting complete re-training to keep training overhead man-

ageable. We report the results of using SPS together with both

utility measures on CIFAR10 and Crop in Figure 10; observations

are similar on other datasets and consistent in the case of using EA.
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Figure 10: Comparison with Re-training-based Measure

The results in Figure 10 indicate that novelty achieves similar

accuracy to the re-training-based utility measure by effectively ac-

quiring records with higher novelty that are more likely to boost

accuracy, while requiring orders of magnitude less time. Although

the model can be refined incrementally with UCB, repetitive model

refinement, especially when the budget is large, still results in high

execution overhead. Although lightweight models such as decision

trees can be constructed rapidly, repetitive construction imposes

large computational overheads during the acquisition process. Nov-

elty, on the contrary, conducts data acquisition by only looking at

the data, and thus is highly efficient for practical deployments.

7 CONCLUSIONS AND FUTUREWORK
In this paper, we have considered the problem of acquiring data

in order to improve the accuracy of ML models, and laid out the

framework of interaction between a provider and a consumer in

the context of data markets. We have proposed two algorithmic

solutions that the consumer with a limited budget could use to ob-

tain data from the provider, striking a balance between exploration

(gaining more knowledge on the data the provider possesses) and

exploitation (utilizing that knowledge for allocating the limited

budget for data acquisition). The first solution, EA, has two dis-

tinctive stages, Estimation Stage and Allocation Stage, focusing on

exploration (obtaining accurate estimates on the predicate utilities)

and exploitation (allocating the budget according to the estimates)

respectively. The second solution, SPS, blends exploration and ex-

ploitation in each round of interaction, and adaptively allocates

budget for the next round, investing resources into more promising

areas of the data space to improve model accuracy. Results from

our experimental studies have confirmed the effectiveness of our

proposals, and illustrated the trade-offs and relative strengths of

each proposed solution.

Ourwork represents the first step in dealingwith data acquisition

in a market setting, and research opportunities in this new area

abound. For example, one could consider the problem of acquiring

data from multiple providers with varying data coverage and data

quality, or investigate new mechanisms for data acquisition where

there is a third party (e.g., data broker) involved.
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