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ABSTRACT
Given a set 𝑉 , the problem of unconstrained submodular maximiza-
tion with modular costs (USM-MC) asks for a subset 𝑆 ⊆ 𝑉 that

maximizes 𝑓 (𝑆) − 𝑐 (𝑆), where 𝑓 is a non-negative, monotone, and

submodular function that gauges the utility of 𝑆 , and 𝑐 is a non-

negative and modular function that measures the cost of 𝑆 . This

problem finds applications in numerous practical scenarios, such

as profit maximization in viral marketing on social media.

This paper presents ROI-Greedy, a polynomial time algorithm

for USM-MC that returns a solution 𝑆 satisfying 𝑓 (𝑆) − 𝑐 (𝑆) ≥
𝑓 (𝑆∗) − 𝑐 (𝑆∗) − ln

𝑓 (𝑆∗)
𝑐 (𝑆∗) · 𝑐 (𝑆

∗), where 𝑆∗ is the optimal solu-

tion to USM-MC. To our knowledge, ROI-Greedy is the first al-

gorithm that provides such a strong approximation guarantee. In

addition, we show that this worst-case guarantee is tight, in the

sense that no polynomial time algorithm can ensure 𝑓 (𝑆) − 𝑐 (𝑆) ≥
(1 + 𝜖) ·

(
𝑓 (𝑆∗) − 𝑐 (𝑆∗) − ln 𝑓 (𝑆∗)

𝑐 (𝑆∗) · 𝑐 (𝑆
∗)

)
, for any 𝜖 > 0. Further,

we devise a non-trivial extension of ROI-Greedy to solve the profit

maximization problem, where the precise value of 𝑓 (𝑆) for any set 𝑆
is unknown and can only be approximated via sampling. Extensive

experiments on benchmark datasets demonstrate that ROI-Greedy
significantly outperforms competing methods in terms of the trade-

off between efficiency and solution quality.
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1 INTRODUCTION
Let𝑉 be a set and 2

𝑉
be the power set of𝑉 . A function 𝑓 : 2

𝑉 → R
is submodular, if for any 𝐴 ⊆ 𝐵 ⊆ 𝑉 and any 𝑢 ∈ 𝑉 ,

𝑓 (𝐴 ∪ {𝑢}) − 𝑓 (𝐴) ≥ 𝑓 (𝐵 ∪ {𝑢}) − 𝑓 (𝐵),
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i.e., when 𝑓 ’s input is sizable, adding an element 𝑢 to the input of 𝑓

tends to have a lesser effect on the value of 𝑓 . Submodular functions

are commonly used to model problems with diminishing returns,
and have been a subject of active research for the past few decades.

In this paper, we study the optimization of submodular functions

in an intuitive cost-based setting as follows:

• 𝑓 is non-negative, monotone, and submodular, and

• each element 𝑒 in 𝑉 has a positive cost, and
• we aim to identify a set 𝑆 ⊆ 𝑉 that maximizes 𝑓 (𝑆) − 𝑐 (𝑆),
where 𝑐 (𝑆) denotes the sum of the costs of the elements in 𝑆 .

We refer to this problem as unconstrained submodular maximization
with modular cost (USM-MC), and refer to 𝑓 (𝑆) − 𝑐 (𝑆) as the profit
of 𝑆 . USM-MC finds applications in numerous practical scenarios,

such as profit maximization [25, 33], sensor placement, and text
summarization.

In particular, in profit maximization [25, 33], we are given a set

𝑉 of social network users, each of which can be incentivized at a

cost to be an initiator in a viral marketing campaign. Our objective

is to select a set 𝑆 ⊆ 𝑉 of initiators that maximizes 𝑓 (𝑆) − 𝑐 (𝑆),
where 𝑓 (𝑆) is the expected revenue resulted from the marketing

campaign, and 𝑐 (𝑆) is the total incentive paid to the users in 𝑆 . In

sensor placement, we have a set 𝑉 of locations at which sensors

can be placed, and a function 𝑓 (resp. 𝑐) that, given a set 𝑆 ⊆ 𝑉 ,

returns the financial benefit (resp. total cost) of installing sensors at

the locations in 𝑆 . In this setting, a set 𝑆 that maximizes 𝑓 (𝑆) −𝑐 (𝑆)
is an ideal option for sensor placement with balanced cost and

benefit. In text summarization, we are to select a set 𝑆 of words to

summarize a given set of documents, based on a function 𝑓 (𝑆) that
evaluates the summarization accuracy of 𝑆 and a function 𝑐 (𝑆) that
returns the total length of the words in 𝑆 . Assuming that 𝑓 (𝑆) and
𝑐 (𝑆) are properly normalized, we can select a set 𝑆 that maximizes

𝑓 (𝑆) − 𝑐 (𝑆) to strike a good trade-off between the accuracy and

length of the summarization.

Motivation. As we show in Section 3.1, USM-MC is an NP-hard

problem. Existing work [25, 37] on USM-MC has mostly relied on

heuristics without non-trivial worst-case guarantees, with only two

exceptions: Double-Greedy [13, 33, 34] and Distorted-Greedy [12,

16]. However, both of them have significant limitations. Specifically,

Double-Greedy [4] returns a set 𝑆 whose profit satisfies

𝑓 (𝑆) − 𝑐 (𝑆) ≥ 1/3(𝑓 (𝑆∗) − 𝑐 (𝑆∗)), or
E [𝑓 (𝑆) − 𝑐 (𝑆)] ≥ 1/2(𝑓 (𝑆∗) − 𝑐 (𝑆∗)),
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where 𝑆∗ is the optimal solution to USM-MC, and the expectation

in the second inequality is taken over the randomness in Double-
Greedy. Nevertheless, this profit guarantee holds only when 𝑓 (𝑆 ′)−
𝑐 (𝑆 ′) ≥ 0 is satisfied for every 𝑆 ′ ⊆ 𝑉 , which is seldom the case in

practice. For example, in viral marketing, we usually have 𝑓 (𝑆 ′) −
𝑐 (𝑆 ′) < 0 when 𝑆 ′ = 𝑉 , as it is unprofitable to pay all social

network users to be initiators. In contrast, Distorted-Greedy [12]
does not rely on any unrealistic assumption on 𝑓 or 𝑐 . However, the

approximation guarantee of Distorted-Greedy is relatively weak:

it returns a set 𝑆 such that

𝑓 (𝑆) − 𝑐 (𝑆) ≥
(
1 − 1

𝑒

)
𝑓 (𝑆∗) − 𝑐 (𝑆∗)

= 𝑓 (𝑆∗) − 𝑐 (𝑆∗) − 𝑓 (𝑆∗)
𝑒 ·𝑐 (𝑆∗) · 𝑐 (𝑆

∗). (1)

In other words, compared with the optimal solution 𝑆∗, Distorted-
Greedy pays an extra cost linear to 𝑓 (𝑆∗) in the worst case, which

is rather unfavorable when 𝑓 (𝑆∗) is large. Further, when 𝑓 (𝑆∗)
𝑐 (𝑆∗) ≤

1

1−1/𝑒 ≈ 1.58, Distorted-Greedy does not even guarantee a positive

profit. As such, if we apply Distorted-Greedy to solve the profit

maximization problem, then it may not be able to identify a prof-

itable solution, even when the optimal solution 𝑆∗ has an expected

revenue 𝑓 (𝑆∗) that is 50% larger than its cost 𝑐 (𝑆∗).
Contributions. To address the deficiencies of Double-Greedy and

Distorted-Greedy, this paper presents ROI-Greedy, a polynomial-

time algorithm for USM-MC that returns a set 𝑆 such that

𝑓 (𝑆) − 𝑐 (𝑆) ≥ 𝑓 (𝑆∗) − 𝑐 (𝑆∗) − ln 𝑓 (𝑆∗)
𝑐 (𝑆∗) · 𝑐 (𝑆

∗). (2)

That is, compared with the optimal solution 𝑆∗, ROI-Greedy in-

curs an extra cost that is asymptotically much smaller than that of

Distorted-Greedy (see Eq. (1)), and is quantitatively never larger

than the latter. Further, the r.h.s. of Eq. (2) is positive whenever

𝑓 (𝑆∗) > 𝑐 (𝑆∗), i.e., ROI-Greedy yields a positive profit as long as

the optimal solution 𝑆∗ is profitable. This is a significant improve-

ment over the profit guarantee of Distorted-Greedy. In addition,

ROI-Greedy does not make any strong assumptions on 𝑓 or 𝑐 .

ROI-Greedy is based on a simple idea: we start from an empty

solution set 𝑆 , and iteratively add elements in𝑉 into 𝑆 , until none of

the remaining elements can be added without degrading the profit

of 𝑆 . In particular, in each iteration, we insert into 𝑆 the element𝑢 ∈
𝑉 \ 𝑆 that maximizes

Δ(𝑢 |𝑆)
𝑐 ( {𝑢 }) , where Δ(𝑢 | 𝑆) = 𝑓 (𝑆 ∪ {𝑢}) − 𝑓 (𝑆)

denotes the marginal increase in 𝑓 (𝑆) when 𝑢 is added into 𝑆 .

In other words, we greedily choose 𝑢 to maximize the return-on-
investment (ROI) from 𝑢. This approach is similar in spirit to the

greedy approximation algorithm for the knapsack problem
1
[2, 18],

but establishing its theoretical guarantee for USM-MC is challeng-

ing due to a crucial difference between knapsack and USM-MC: the

objective function of knapsack is monotone, whereas in USM-MC,

the objective function 𝑓 (𝑆) − 𝑐 (𝑆) is non-monotone with respect to

𝑆 . We address this challenge and prove Eq. (2) with a series of careful

analysis, as shown in Section 3. In addition, we prove that the profit

guarantee in Eq. (2) is tight, in the sense that no polynomial-time

algorithm can ensure

𝑓 (𝑆) − 𝑐 (𝑆) ≥ (1 + 𝜖)
(
𝑓 (𝑆∗) − 𝑐 (𝑆∗) − ln 𝑓 (𝑆∗)

𝑐 (𝑆∗) · 𝑐 (𝑆
∗)

)
, (3)

Table 1: Frequently used notations.

Notation Description
𝑉 a set of 𝑛 elements

𝑓 ( ·) a monotone, non-negative, and submodular function

𝑐 ( ·) a non-negative, and modular function

Δ(𝑢 | 𝑆) the marginal gain of adding element 𝑢 to 𝑆

𝑆◦ the output of ROI-Greedy

𝑆∗ the optimal solution to USM-MC

𝐺 = (𝑉 , 𝐸) a graph𝐺 with nodes𝑉 and edges 𝐸

𝑛,𝑚 𝑛 = |𝑉 |,𝑚 = |𝐸 |
R a set of RR sets

CovR (𝑆) the number of RR sets covered by 𝑆

𝑓R (𝑆) 𝑓R (𝑆) = 𝑛 ·𝐶𝑜𝑣R (𝑆)/ |R |

for any 𝜖 > 0, unless P = NP.

Our technical contributions are summarized as follows.

• We present ROI-Greedy, a polynomial-time algorithm for

the USM-MC problem. ROI-Greedy returns results satisfying
a strong worst-case approximation guarantee as shown in

Eq. (2), which, to our knowledge, was never achieved before.

• We prove that the worst-case guarantee is tight, unless P=NP,
as shown in Eq. (3).

• In practice, we develop a non-trivial extension ofROI-Greedy
to solve the profit maximization problem and conduct ex-

tensive experiments, demonstrating that ROI-Greedy signif-

icantly outperforms competitors in terms of the trade-off

between efficiency and result quality.

2 UNCONSTRAINED SUBMODULAR
MAXIMIZATIONWITH MODULAR COSTS

2.1 Problem Definition and Notations
Let 𝑉 be a set of size 𝑛, and 𝑓 : 2

𝑉 → R+ ∪ {0} be a score function
that is monotone and submodular, i.e., for any two sets 𝐴 ⊆ 𝐵 ⊆ 𝑉 ,

𝑓 (𝐴) ≤ 𝑓 (𝐵), (monotonicity)

and 𝑓 ({𝑢} ∪𝐴) − 𝑓 (𝐴) ≥ 𝑓 ({𝑢} ∪ 𝐵) − 𝑓 (𝐵) . (submodularity)

For convenience, we define Δ(𝑢 | 𝑆) = 𝑓 ({𝑢} ∪ 𝑆) − 𝑓 (𝑆) for any
𝑢 ∈ 𝑉 and any 𝑆 ⊆ 𝑉 .

Assume that each𝑢 ∈ 𝑉 is associated with a positive cost 𝑐𝑢 , and

let 𝑐 (𝑆) = ∑
𝑢∈𝑆 𝑐𝑢 . Given𝑉 , 𝑓 , and 𝑐 , the problem of unconstrained

submodular maximization with modular costs (USM-MC) asks for a
set 𝑆 ⊆ 𝑉 that maximizes 𝑓 (𝑆) − 𝑐 (𝑆), referred to as the profit of 𝑆 .
Table 1 lists the notations that are frequently used in this paper.

2.2 State of the Art
Existing solutions [4, 12, 13, 16, 25, 33, 34, 37] for USM-MC are

based on three greedy approaches, as we explain as follows.

Simple-Greedy [25, 37]. Simple-Greedy starts from 𝑆 = ∅, and
iteratively inserts into 𝑆 the element 𝑢 in 𝑉 \ 𝑆 that maximizes

the marginal profit gain, defined as Δ(𝑢 | 𝑆) − 𝑐𝑢 . This iterative
process terminates when none of the elements in𝑉 \𝑆 has a positive
1
Given 𝑉 , 𝑓 , 𝑐 , and a threshold 𝜏 , the knapsack problem asks for a set 𝑆 ⊆ 𝑉 that

maximizes 𝑓 (𝑆) subject to the constraint that 𝑐 (𝑆) ≤ 𝜏 .
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marginal profit gain. The resulting set 𝑆 is returned as the output of

Simple-Greedy. Simple-Greedy is intuitive, but it fails to provide

any non-trivial guarantee in terms of the profit of 𝑆 . To demonstrate

this, we illustrate an example where Simple-Greedy yields a profit

that is arbitrarily worse than the optimal solution, and the gap

between these two is 𝑂 (𝑛).

Example 1. Assume that 𝑉 = {𝑢1, 𝑢2, . . . , 𝑢𝑛}, such that:

• 𝑐𝑢𝑛 = 𝑛 − 1, while 𝑐𝑢𝑖 = 0.6 for any 𝑖 ∈ [1, 𝑛 − 1];
• for any 𝑆 ⊆ 𝑉 \ {𝑢𝑛}, 𝑓 (𝑆) = |𝑆 |;
• for any 𝑆 ⊆ 𝑉 that contains 𝑢𝑛 , 𝑓 (𝑆) = 𝑛.

Suppose that we apply Simple-Greedy on 𝑉 . It starts with 𝑆 = ∅,
and then inserts 𝑢𝑛 into 𝑆 in the first iteration, since 𝑢𝑛 ’s marginal

profit gain is Δ(𝑢𝑛 | ∅) − 𝑐𝑢𝑛 = 1, while the marginal profit gain of

any other element is 0.6. Once 𝑢𝑛 is inserted into 𝑆 , the marginal

profit gain of every remaining element becomes negative, and hence,

Simple-Greedy terminates and returns 𝑆 = {𝑢𝑛}, which has a profit

of 1. Meanwhile, the optimal solution is 𝑆∗ = {𝑢1, 𝑢2, . . . , 𝑢𝑛−1},
which has a profit of 0.4 · (𝑛 − 1). That is, Simple-Greedy achieves

a profit that is
1

0.4· (𝑛−1) times the optimum. □

Double-Greedy [4]. Similar to Simple-Greedy, Double-Greedy
also constructs a solution 𝑆 by starting from 𝑆 = ∅ and iteratively

inserting elements into 𝑆 . However, it does not follow the greedy

framework in Simple-Greedy; instead, it maintains an auxiliary set

𝑇 , and uses 𝑇 in deciding if an element should be added into 𝑆 .

Specifically, Double-Greedy starts with 𝑆 = ∅ and 𝑇 = 𝑉 . After

that, it linearly scans the elements in 𝑇 in an arbitrary order. For

each element 𝑢 examined, Double-Greedy evaluates its marginal

profit gain Δ(𝑢 | 𝑆) − 𝑐𝑢 with respect to 𝑆 , as well as its reverse
marginal profit gain with respect to𝑇 , defined as 𝑐𝑢 −Δ(𝑢 | 𝑇 \{𝑢}).
If it turns out that

Δ(𝑢 | 𝑆) − 𝑐𝑢 > 𝑐𝑢 − Δ(𝑢 | 𝑇 \ {𝑢}),

then Double-Greedy inserts 𝑢 into 𝑆 before proceeding to the next

element; otherwise, it removes 𝑢 from𝑇 . In other words, 𝑢 is either

(i) inserted into 𝑆 and retained in𝑇 , or (ii) removed from𝑇 without

being added into 𝑆 . Once all elements in 𝑇 are inspected, Double-
Greedy returns the set 𝑆 constructed.

When 𝑓 (𝑆 ′) − 𝑐 (𝑆 ′) ≥ 0 for every 𝑆 ′ ⊆ 𝑉 , Double-Greedy
ensures that

𝑓 (𝑆) − 𝑐 (𝑆) ≥ 1/3(𝑓 (𝑆∗) − 𝑐 (𝑆∗)) .

In addition, by linearly scanning the elements in 𝑇 in a carefully

randomized order, Double-Greedy also guarantees that

E [𝑓 (𝑆) − 𝑐 (𝑆)] ≥ 1/2(𝑓 (𝑆∗) − 𝑐 (𝑆∗)),

where the expectation is taken over the randomness in ordering

elements. However, as we mentioned in Section 1, it is unrealistic

to assume 𝑓 (𝑆 ′) − 𝑐 (𝑆 ′) ≥ 0 for all 𝑆 ′ ⊆ 𝑉 in practice.

Distorted-Greedy [12]. Distorted-Greedy is similar to Simple-
Greedy in that they both start from 𝑆 = ∅ and iteratively insert

elements into 𝑆 until a termination condition is satisfied. There

are only two differences. First, in the 𝑖-th (𝑖 = 1, 2, . . .) iteration of

Distorted-Greedy, it selects the element 𝑢𝑖 ∈ 𝑉 \ 𝑆 that maximizes

the distorted marginal profit gain, which is defined as(
1 − 1

𝑛

)𝑛−𝑖
· Δ(𝑢 | 𝑆) − 𝑐𝑢 .

Second, Distorted-Greedy terminates when none of the elements

in 𝑉 \ 𝑆 has a positive distorted marginal profit gain. It is shown

[12] that Distorted-Greedy returns a set 𝑆 such that

𝑓 (𝑆) − 𝑐 (𝑆) ≥
(
1 − 1

𝑒

)
𝑓 (𝑆∗) − 𝑐 (𝑆∗). (4)

This profit guarantee, however, is relatively weak for two reasons,

as mentioned in Section 1: (i) the profit gap between 𝑆 and 𝑆∗

increases linearly with 𝑓 (𝑆∗), and (ii) Distorted-Greedy does not

guarantee a positive profit whenever
𝑓 (𝑆∗)
𝑐 (𝑆∗) <

1

1−1/𝑒 ≈ 1.58.

3 ROI-Greedy
This section presents our ROI-Greedy algorithm for the USM-MC

problem.We first prove that USM-MC is NP-hard in Section 3.1, and

then present the details of ROI-Greedy in Section 3.2. We establish

the approximation guarantee of ROI-Greedy in Section 3.3, and

prove the tightness of the approximation in Section 3.4.

3.1 NP-Hardness of USM-MC
We prove the NP-hardness of USM-MC by a reduction from the

minimum set cover problem [10]. Let 𝑉 = {𝑢1, 𝑢2, . . . , 𝑢𝑛} be a set
such that each 𝑢𝑖 is a set of items, and let 𝑁 = | ∪𝑛

𝑖=1
𝑢𝑖 |. A set

𝑆 ⊆ 𝑉 is a set cover for𝑉 , if | ∪𝑢𝑖 ∈𝑆 𝑢𝑖 | = 𝑁 . The minimum set cover

problem asks for a set cover 𝑆 such that |𝑆 | is minimized.

Given an instance 𝑉 of the minimum set cover problem, we

construct an instance of USM-MC using 𝑉 as follows. First, for any

𝑆 ⊆ 𝑉 , we set 𝑓 (𝑆) = | ∪𝑢𝑖 ∈𝑆 𝑢𝑖 |. In addition, we set 𝑐𝑢𝑖 =
1

2
for any

𝑢𝑖 . Then, 𝑓 is non-negative, monotone, and submodular, while 𝑐 is

non-negative and modular. Then, the set 𝑆∗ ⊆ 𝑉 that maximizes

𝑓 (𝑆∗) − 𝑐 (𝑆∗) must have 𝑓 (𝑆∗) = 𝑁 ; otherwise, we could increase

𝑓 (𝑆∗) − 𝑐 (𝑆∗) by inserting into 𝑆∗ any 𝑢𝑖 ⊈ ∪𝑢∈𝑆∗𝑢. Therefore,
𝑆∗ must be a set cover for 𝑉 . In addition, among all 𝑆 ⊆ 𝑉 such

that | ∪𝑢𝑖 ∈𝑆 𝑢𝑖 | = 𝑁 , 𝑆∗ must have the smallest size; otherwise,

there exists another set 𝑆 ′ ⊆ 𝑉 such that 𝑓 (𝑆 ′) = 𝑓 (𝑆∗) = 𝑁

and 𝑐 (𝑆 ′) < 𝑐 (𝑆∗), leading to a contradiction. Therefore, 𝑆∗ is a
minimum set cover for 𝑉 . This completes the proof.

3.2 Our Algorithm
Algorithm 1 shows the pseudo-code of our ROI-Greedy algorithm.

ROI-Greedy adopts the same greedy framework used by Simple-
Greedy and Distorted-Greedy, i.e., it constructs its solution set 𝑆◦

by iteratively inserting elements into an initially empty set. Its

main difference from Simple-Greedy and Distorted-Greedy lies in

the metric that it uses to select the element to be inserted: in the

𝑖-th iteration, it chooses the element 𝑣𝑖 ∈ 𝑉 \ 𝑆𝑖−1 that maximizes

Δ(𝑣𝑖 |𝑆𝑖−1)
𝑐𝑣𝑖

, where 𝑆𝑖−1 denotes the solution set constructed in the

first 𝑖 − 1 iterations (Line 5 of Algorithm 1). The intuition for this

choice of 𝑣𝑖 is that it has the best “return on investment (ROI)” in

terms of the cost that we pay to add 𝑣𝑖 into our solution set. If

Δ(𝑣𝑖 |𝑆𝑖−1)
𝑐𝑣𝑖

> 1, then ROI-Greedy inserts 𝑣𝑖 into 𝑆𝑖−1 and proceeds

to the next iteration (Lines 6-7); otherwise, it terminates and returns

𝑆◦ = 𝑆𝑖−1 as the solution (Lines 9-10). We show that 𝑆◦ provides a
strong profit guarantee as follows:
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Algorithm 1: ROI-Greedy
Input: Set 𝑉 and functions 𝑓 (·) and 𝑐 (·) .
Output: 𝑆◦.

1 𝑆0 ← ∅;
2 𝑖 ← 0;

3 while 𝑖 < 𝑛 do
4 𝑖 ← 𝑖 + 1;
5 𝑣𝑖 ← argmax𝑢∈𝑉 \𝑆𝑖−1

Δ(𝑢 |𝑆𝑖−1)
𝑐𝑢

;

6 if Δ(𝑣𝑖 | 𝑆𝑖−1) − 𝑐𝑣𝑖 > 0 then
7 𝑆𝑖 ← {𝑣𝑖 } ∪ 𝑆𝑖−1;
8 else
9 𝑆◦ ← 𝑆𝑖−1;

10 return 𝑆◦;

11 𝑆◦ ← 𝑉 ;

12 return 𝑆◦;

Theorem 1. Let 𝑆◦ be the output of Algorithm 1. Then,

𝑓 (𝑆◦) − 𝑐 (𝑆◦) ≥ max

𝑆⊆𝑉

(
𝑓 (𝑆) − 𝑐 (𝑆) − ln 𝑓 (𝑆)

𝑐 (𝑆) · 𝑐 (𝑆)
)
.

We present the proof of Theorem 1 in Section 3.3. As an immediate

corollary, we have
2
:

Corollary 1. 𝑓 (𝑆◦) − 𝑐 (𝑆◦) ≥ 𝑓 (𝑆∗) − 𝑐 (𝑆∗) − ln 𝑓 (𝑆∗)
𝑐 (𝑆∗) · 𝑐 (𝑆

∗),
where 𝑆∗ is the optimal solution to USM-MC.

Comparison of Approximation Guarantees. Recall that
Distorted-Greedy [12] returns a solution 𝑆 with

𝑓 (𝑆) − 𝑐 (𝑆) ≥ 𝑓 (𝑆∗) − 𝑐 (𝑆∗) − 1

𝑒 𝑓 (𝑆
∗).

To compare this profit guarantee with that of ROI-Greedy in Corol-

lary 1, we first observe that when
𝑓 (𝑆∗)
𝑐 (𝑆∗) ≤

1

1−1/𝑒 , 𝑓 (𝑆
∗) − 𝑐 (𝑆∗) −

1

𝑒 𝑓 (𝑆
∗) < 0, in which case Distorted-Greedy does not guarantee a

positive profit. In contrast, when 𝑓 (𝑆∗) − 𝑐 (𝑆∗) > 0,

𝑓 (𝑆∗) − 𝑐 (𝑆∗) − ln 𝑓 (𝑆∗)
𝑐 (𝑆∗) · 𝑐 (𝑆

∗) =
(
𝑓 (𝑆∗)
𝑐 (𝑆∗) − 1 − ln

𝑓 (𝑆∗)
𝑐 (𝑆∗)

)
· 𝑐 (𝑆∗)

> 0,

since the function 𝑔(𝑥) = 𝑥 − 1 − ln𝑥 is positive when 𝑥 > 1. In

other words, ROI-Greedy always yields a positive profit when the

optimal solution 𝑆∗ is profitable.
In addition, observe that(
𝑓 (𝑆∗) − 𝑐 (𝑆∗) − ln 𝑓 (𝑆∗)

𝑐 (𝑆∗) · 𝑐 (𝑆
∗)

)
−

(
𝑓 (𝑆∗) − 𝑐 (𝑆∗) − 1

𝑒 𝑓 (𝑆
∗)

)
= 1

𝑒 𝑓 (𝑆
∗) − ln 𝑓 (𝑆∗)

𝑐 (𝑆∗) · 𝑐 (𝑆
∗)

=

(
1

𝑒
𝑓 (𝑆∗)
𝑐 (𝑆∗) − ln

𝑓 (𝑆∗)
𝑐 (𝑆∗)

)
· 𝑐 (𝑆∗),

it can be verified that
1

𝑒
𝑓 (𝑆∗)
𝑐 (𝑆∗) − ln

𝑓 (𝑆∗)
𝑐 (𝑆∗) is always non-negative, and

it increases monotonically with
𝑓 (𝑆∗)
𝑐 (𝑆∗) when

𝑓 (𝑆∗)
𝑐 (𝑆∗) ≥ 𝑒 . This shows

that the approximation guarantee of ROI-Greedy is no worse than

2
Note that in Corollary 1, the r.h.s. of the inequality is no larger than

𝑓 (𝑆∗) − 𝑐 (𝑆∗) . This is because (i) 𝑐 (𝑆∗) > 0 and (ii) ln
𝑓 (𝑆∗ )
𝑐 (𝑆∗ ) ≥ 0, since

𝑓 (𝑆∗) − 𝑐 (𝑆∗) ≥ 𝑓 ( ∅) − 𝑐 ( ∅) = 𝑓 ( ∅) ≥ 0.

that of Distorted-Greedy, and is significantly better than the latter

when
𝑓 (𝑆∗)
𝑐 (𝑆∗) is large.

Compared with the approximation guarantee of Double-Greedy,
ROI-Greedy’s approximation guarantee is much stronger in the

sense that it does not rely on any strong assumption on 𝑓 or 𝑐 ,

whereas Double-Greedy requires that 𝑓 (𝑆 ′) − 𝑐 (𝑆 ′) ≥ 0 for all

𝑆 ′ ⊆ 𝑉 . It can also be verified that ROI-Greedy’s profit guarantee is

higher than that ofDouble-Greedywhen 𝑓 (𝑆∗)
𝑐 (𝑆∗) is large; the detailed

analysis for this is omitted for brevity.

3.3 Proof of Theorem 1
Let 𝑆0 = ∅, and 𝑆𝑖−1 (𝑖 > 1) be the partial solution set constructed by

the first 𝑖−1 iterations of ROI-Greedy. Let 𝑆+ be the subset of𝑉 that

maximizes 𝑓 (𝑆) − 𝑐 (𝑆) − ln 𝑓 (𝑆)
𝑐 (𝑆) · 𝑐 (𝑆). Our proof of Theorem 1

utilizes two lemmas as follows
3
.

Lemma 1. Δ(𝑣𝑖 | 𝑆𝑖−1) ≥
𝑐𝑣𝑖

𝑐 (𝑆+)
(
𝑓 (𝑆+) − 𝑓 (𝑆𝑖−1)

)
.

Lemma 2.

𝑓 (𝑆𝑖 ) ≥
(
1 −

𝑖∏
𝑘=1

(
1 −

𝑐𝑣𝑘

𝑐 (𝑆+)

))
· 𝑓 (𝑆+) . (5)

We also utilize a classic inequality [2] as follows: For any

𝑥1, 𝑥2, · · · , 𝑥𝑛 , 𝑦 ∈ R+ and 𝑥𝑖 ≤ 𝑦 for 𝑖 ≤ 𝑛,

1 −
∏𝑛

𝑖=1

(
1 − 𝑥𝑖

𝑦

)
≥ 1 −

(
1 −

∑𝑛
𝑖=1 𝑥𝑖

𝑛𝑦

)𝑛
. (6)

Based on Lemmas 1, 2 and Eq. (6), we will prove Theorem 1 by

showing that

𝑓 (𝑆◦) − 𝑐 (𝑆◦) ≥
(
𝑓 (𝑆+) − 𝑐 (𝑆+) − ln 𝑓 (𝑆+)

𝑐 (𝑆+) · 𝑐 (𝑆
+)

)
. (7)

We consider two cases based on whether 𝑐 (𝑆◦) < ln
𝑓 (𝑆+)
𝑐 (𝑆+) · 𝑐 (𝑆

+).

Case 1: 𝑐 (𝑆◦) < ln
𝑓 (𝑆+)
𝑐 (𝑆+) · 𝑐 (𝑆

+). In this case, by Algorithm 1,

0 > max

𝑢∈𝑉 \𝑆◦
(Δ(𝑢 | 𝑆◦) − 𝑐𝑢 ) ≥ max

𝑢∈𝑆+\𝑆◦
(Δ(𝑢 | 𝑆◦) − 𝑐𝑢 )

≥ Δ(𝑆+ | 𝑆◦) − 𝑐 (𝑆+) ≥ 𝑓 (𝑆+) − 𝑓 (𝑆◦) − 𝑐 (𝑆+) .
Hence, 𝑓 (𝑆◦) ≥ 𝑓 (𝑆+) − 𝑐 (𝑆+). This leads to

𝑓 (𝑆◦) − 𝑐 (𝑆◦) ≥ 𝑓 (𝑆+) − 𝑐 (𝑆+) − 𝑐 (𝑆◦)

≥ 𝑓 (𝑆+) − 𝑐 (𝑆+) − ln 𝑓 (𝑆+)
𝑐 (𝑆+) 𝑐 (𝑆

+).

Case 2: 𝑐 (𝑆◦) ≥ ln
𝑓 (𝑆+)
𝑐 (𝑆+) ·𝑐 (𝑆

+). In this case, there exists 𝑡 ∈ [1, 𝑛]

such that 𝑆𝑡−1 ⊆ 𝑆𝑡 ⊆ 𝑆◦ and 𝑐 (𝑆𝑡 ) ≥ ln
𝑓 (𝑆+)
𝑐 (𝑆+) · 𝑐 (𝑆

+) > 𝑐 (𝑆𝑡−1).
Observe that if 𝑓 (𝑆𝑡−1) ≥ 𝑓 (𝑆+), then Eq. (7) trivially holds. In

addition, if 𝑓 (𝑆𝑡−1) < 𝑓 (𝑆+) and

𝑓 (𝑆𝑡−1) − 𝑐 (𝑆𝑡−1) ≥ 𝑓 (𝑆+) − 𝑐 (𝑆+) − ln 𝑓 (𝑆+)
𝑐 (𝑆+) · 𝑐 (𝑆

+),

then Eq. (7) also holds. Thus, in what follows, we only consider

that

𝑓 (𝑆𝑡−1) < 𝑓 (𝑆+) and (8)

𝑓 (𝑆𝑡−1) − 𝑐 (𝑆𝑡−1) < 𝑓 (𝑆+) − 𝑐 (𝑆+) − ln 𝑓 (𝑆+)
𝑐 (𝑆+) · 𝑐 (𝑆

+). (9)

3
All the omitted proofs can be found in the appendix
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Let 𝛽 = ln
𝑓 (𝑆+)
𝑐 (𝑆+) · 𝑐 (𝑆

+) − 𝑐 (𝑆𝑡−1). We have the following lemma.

Lemma 3.

𝛽 (𝑓 (𝑆+) − 𝑓 (𝑆𝑡−1))
𝑐 (𝑆+) + 𝑓 (𝑆𝑡−1) ≥ 𝑓 (𝑆+) − 𝑐 (𝑆+) . (10)

Given Lemma 3, we have the following results. First,

𝛽 (𝑓 (𝑆+) − 𝑓 (𝑆𝑡−1))
𝑐 (𝑆+) + 𝑓 (𝑆𝑡−1) − 𝑐 (𝑆𝑡−1) − 𝛽

≥ 𝑓 (𝑆+) − 𝑐 (𝑆+) − 𝑐 (𝑆𝑡−1) − 𝛽

= 𝑓 (𝑆+) − 𝑐 (𝑆+) − ln 𝑓 (𝑆+)
𝑐 (𝑆+) · 𝑐 (𝑆

+)

≥ 𝑓 (𝑆𝑡−1) − 𝑐 (𝑆𝑡−1), (11)

where the first inequality is due to Eq. (10) and the last inequality

is due to Eq. (9). By Eq. (11),

𝛽 (𝑓 (𝑆+) − 𝑓 (𝑆𝑡−1))
𝑐 (𝑆+) − 𝛽 ≥ 0.

Hence,

𝑓 (𝑆+) − 𝑓 (𝑆𝑡−1) ≥ 𝑐 (𝑆+). (12)

Finally, we have

𝑓 (𝑆◦) − 𝑐 (𝑆◦) ≥ 𝑓 (𝑆𝑡 ) − 𝑐 (𝑆𝑡 )
= Δ(𝑣𝑡 | 𝑆𝑡−1) + 𝑓 (𝑆𝑡−1) − 𝑐 (𝑆𝑡 )

≥
𝑐𝑣𝑡 (𝑓 (𝑆+) − 𝑓 (𝑆𝑡−1))

𝑐 (𝑆+) + 𝑓 (𝑆𝑡−1) − 𝑐 (𝑆𝑡−1) − 𝑐𝑣𝑡

=
(𝑐𝑣𝑡 + 𝛽 − 𝛽) (𝑓 (𝑆+) − 𝑓 (𝑆𝑡−1))

𝑐 (𝑆+) + 𝑓 (𝑆𝑡−1)

− ln 𝑓 (𝑆+)
𝑐 (𝑆+) 𝑐 (𝑆

+) − (𝑐𝑣𝑡 − 𝛽)

≥ 𝑓 (𝑆+) − 𝑐 (𝑆+) − ln 𝑓 (𝑆+)
𝑐 (𝑆+) 𝑐 (𝑆

+) + (𝑐𝑣𝑡 − 𝛽)
(
𝑓 (𝑆+) − 𝑓 (𝑆𝑡−1)

𝑐 (𝑆+) − 1
)

≥ 𝑓 (𝑆+) − 𝑐 (𝑆+) − ln 𝑓 (𝑆+)
𝑐 (𝑆+) 𝑐 (𝑆

+),

where the third inequality is from Eq. (10), and the last inequality

is due to Eq. (12) and 𝑐𝑣𝑡 = 𝑐 (𝑆𝑡 ) − 𝑐 (𝑆𝑡−1) ≥ 𝛽 .

3.4 Tightness of Approximation
In what follows, we show that the approximation guarantee of

ROI-Greedy in Corollary 1 is tight, in the sense that no polynomial

time algorithm can improve it by a multiplicative factor.

Theorem 2. Assume that P≠NP. Then, for any 𝜖 > 0, there does
not exist a polynomial-time algorithm whose output 𝑆 ′ guarantees

𝑓 (𝑆 ′) − 𝑐 (𝑆 ′) ≥ (1 + 𝜖)
(
𝑓 (𝑆∗) − 𝑐 (𝑆∗) − ln 𝑓 (𝑆∗)

𝑐 (𝑆∗) · 𝑐 (𝑆
∗)

)
. (13)

where 𝑆∗ is the optimal solution to USM-MC.

4 PROFIT MAXIMIZATION
In this section, we extend ROI-Greedy to address the profit maxi-
mization problem, and obtain an approximation guarantee that is

significantly better than those of all existing methods. Section 4.1

defines the profit maximization problem. Section 4.2 presents our

algorithm, while Section 4.3 provides our theoretical analysis.

4.1 Problem Definition
Let𝐺 = ⟨𝑉 , 𝐸⟩ be a social network with a set𝑉 of nodes and a set 𝐸

of edges. Let 𝑛 = |𝑉 | and𝑚 = |𝐸 |. We consider an influence diffusion
process in 𝐺 that starts from a set 𝑆 of seed nodes as follows:

(1) At timestamp 1, the nodes in 𝑆 are activated, while the remain-

ing nodes are inactive.

(2) At any subsequent timestamp 𝑡 (𝑡 > 1), each node 𝑣 that was

newly activated in timestamp 𝑡 − 1 has a chance to activate its
neighbors, based on a certain diffusion model.

(3) If no new node is activated in a timestamp, then the diffusion

process terminates.

Let 𝐼 (𝑆) be the set of nodes that are activated at the end of the influ-
ence diffusion process. We say that the nodes in 𝐼 (𝑆) are influenced
by 𝑆 , and refer to |𝐼 (𝑆) | as the spread of 𝑆 .

Let 𝑓 (𝑆) = E[|𝐼 (𝑆) |], where the expectation is taken over the

randomness of the diffusion process. For each node𝑢 ∈ 𝑉 , let 𝑐𝑢 > 0

be the incentive needed to convince 𝑢 to be a seed node, and let

𝑐 (𝑆) = ∑
𝑢∈𝑆 𝑐𝑢 . The profit maximization problem asks for a seed

set 𝑆 with the maximum profit, defined as 𝑓 (𝑆) − 𝑐 (𝑆).
We study the profit maximization problem when the diffusion

model used is independent cascade (IC) [17], as it is the most well-

adopted model in the literature. In the IC model, each edge (𝑢, 𝑣) in
𝐸 is associated with a propagation probability 𝑝 (𝑢, 𝑣) ∈ [0, 1]. If 𝑢
is activated at timestamp 𝑡 − 1, then at the next timestamp 𝑡 , 𝑢 can

activate 𝑣 with a probability 𝑝 (𝑢, 𝑣), independent of the activation
of other neighbors of 𝑢. It is shown that, under the IC model, the

function 𝑓 (𝑆) = E[|𝐼 (𝑆) |] is both monotone and submodular [17].

Therefore, under the IC model, profit maximization is an instance

of our USM-MC problem.

4.2 Our Algorithm
ROI-Greedy cannot be directly applied on profit maximization un-

der the IC model, since it requires assessing 𝑓 (𝑆) = E[|𝐼 (𝑆) |]
for some 𝑆 ⊆ 𝑉 , whereas computing the exact expected spread

E[|𝐼 (𝑆) |] of 𝑆 is #P-hard in general [6]. To address this issue, we

estimate 𝑓 (𝑆) with sampling, and revise ROI-Greedy to account

for the estimation error in 𝑓 (𝑆).
In particular, we estimate 𝑓 (𝑆) using reverse influence sampling

(RIS) [3], which is also adopted in the state of the art [13, 34] for

profit maximization. Each sample 𝑅 from RIS, referred to a reverse
reachable (RR) set, is a subset of𝑉 conceptually generated as follows:

(1) Consider a random graph𝐺 ′ generated from𝐺 by retaining all

nodes in𝐺 but removing each edge (𝑢, 𝑣) from𝐺 independently

with probability 1 − 𝑝 (𝑢, 𝑣).
(2) Choose a node 𝑣 uniformly at random from 𝐺 ′.
(3) Let 𝑅 be the set of all nodes 𝑢 such that there exists a directed

path in 𝐺 ′ that starts from 𝑢 and ends at 𝑣 .

We say that an RR set 𝑅 is covered by a seed set 𝑆 if 𝑅 ∩ 𝑆 ≠ ∅.
Borgs et al. [3] prove that

𝑓 (𝑆) = 𝑛 · P[𝑅 ∩ 𝑆 ≠ ∅] .

Given a set R = {𝑅1, 𝑅2, . . .} of RR sets, we use 𝐶𝑜𝑣R (𝑆) to denote

the number of RR sets in R that are covered by 𝑆 . Let

𝑓R (𝑆) = 𝑛 · 𝐶𝑜𝑣R (𝑆)|R | .
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Then, when R is fixed, 𝑓R (𝑆) is an unbiased estimation of 𝑓 (𝑆).
In other words, R can be used as a noisy oracle that returns an

estimated 𝑓 (𝑆) for any given 𝑆 ⊆ 𝑉 .

Based on ROI-Greedy and RIS, we propose ROI-PM, an efficient

algorithm for profit maximization that, with at least 1−𝛿 probability,
returns a solution 𝑆◦ satisfying

𝑓 (𝑆◦) − 𝑐 (𝑆◦) ≥ (1 − 𝜖) 𝑓 (𝑆∗) − 𝑐 (𝑆∗) − ln 𝑓 (𝑆∗)
𝑐 (𝑆∗) · 𝑐 (𝑆

∗), (14)

where 𝑆∗ is the optimal solution and 𝜖, 𝛿 ∈ (0, 1) are user-defined pa-
rameters. Algorithm 2 shows the pseudo-code of ROI-PM, while Al-

gorithm 3 illustrates a sub-routine invoked in Line 4 of Algorithm 2.

The basic idea ofROI-PM is the same asROI-Greedy’s: it starts from
an empty solution set 𝑆◦ = ∅ and interatively inserts nodes into 𝑆◦,
attempting to ensure that each inserted node 𝑢 maximizes

Δ(𝑢 |𝑆◦)
𝑐𝑢

.

However, since the exact value of Δ(𝑢 | 𝑆◦) = 𝑓 ({𝑢} ∪ 𝑆◦) − 𝑓 (𝑆◦)
cannot be computed in polynomial time, ROI-PM has to resort to an

estimation of Δ(𝑢 | 𝑆◦) via RIS-based sampling. This leads to a chal-

lenging question: how large a sample set should we use to achieve

the profit guarantee in Eq. (14) without excessive computation

overheads? ROI-PM addresses this challenge using a trial-and-error
approach as follows.

First, ROI-PM generates a relatively small sample set R1 of size
𝑛 (Lines 1-3 in Algorithm 2). Then, using R1 as a noisy oracle for

estimating 𝑓 (·), it employs the greedy approach in ROI-Greedy to

generate a solution 𝑆◦ to the profit maximization problem (Line

4 in Algorithm 2). After that, it uses another sample set R2 (with
|R2 | = |R1 |) as an independent oracle to verify whether 𝑆◦ is a high-
quality solution (Lines 6-9). The intuition is that if we compute an

estimation of 𝑓 (𝑆◦) from R2 and it turns out to be much smaller

than the estimation derived from R1, and it could be the case that

R1 over-estimates 𝑆◦’s spread. In that case, 𝑆◦ might not be a good

solution; accordingly, ROI-PMwould discard 𝑆◦, double the sizes of
the sample sets R1 and R2 (Line 10), and then regenerate another 𝑆◦
from scratch using the updated R1 as a noisy oracle. This process is
repeated until (i) the independent oracle R2 agrees with the noisy

oracle R1 on the quality of 𝑆◦ (Lines 8-9), or (ii) the sizes of R1
and R2 reach a pre-defined threshold (Line 11). After that, ROI-PM
terminates by returning 𝑆◦ (Line 12).

Remark. Our solution can be extended to address profit maxi-

mization under other diffusion models, as long as (i) E[|𝐼 (𝑆) |] is
monotone and submodular, and (ii) E[|𝐼 (𝑆) |] can be computed by

reverse influence sampling (RIS). For instance, ROI-PM can be ex-

tended to the linear threshold model [17] since it is monotone and

submodular, and the influence in the linear threshold model can be

computed by RIS [35]. Similarly, ROI-PM can also be extended to

the triggering model [17].

4.3 Theoretical Analysis
In the following, we analyze the approximation guarantee and time

complexity of ROI-PM. To facilitate our analysis, we first introduce

Chernoff Inequalities [27] in Lemma 4, followed by a result in

Lemma 5 that we frequently used.

Lemma 4 (Chernoff Ineqalities [27]). Let𝑋1, . . . , 𝑋𝑀 be inde-
pendent random variables in [0, 1]. Let 𝑋 =

∑𝑀
𝑖=1 𝑋𝑖 and 𝜇 = E[𝑋𝑖 ].

Algorithm 2: ROI Profit Maximization (ROI-PM)

Input: Graph 𝐺 ; Costs of each node {𝑐𝑣}𝑣∈𝑉 ; Parameter 𝜖

and 𝛿 .

Output: 𝑆◦.
1 𝑆◦ ← ∅, 𝜃1 ← 𝑛, 𝑖 ← 1 ;

2 do
3 Generate two collections of RR sets R1 and R2, where

|R1 | = |R2 | = 𝜃𝑖 ;

4 𝑆◦ ← NodeSelection(R1);
5 𝑡 ← (𝑓R1 (𝑆◦) − 𝑐 (𝑆◦)/(𝑓R2 (𝑆◦) − 𝑐 (𝑆◦));
6 Let 𝜖1 be the larger root of

(𝜖1 + 1) (𝜖1 + 2)/𝜖2
1
= 𝑓R2 (𝑆◦)/ln(6 · 𝑖2/𝛿) · 𝜃𝑖/𝑛;

7 Let 𝜖2 be the larger root of (2𝜖1 + 2)/𝜖2
2
=

(𝑓R2 (𝑆◦) − (1 + 𝜖1)𝑐 (𝑆◦))/ln(6 · 𝑖2/𝛿) · 𝜃𝑖/𝑛;
8 if (𝑡 − 1)/𝑡 + 𝜖2 + 𝜖1 ≤ 𝜖 , 𝜖1 + 𝜖2 ≤ 𝜖 , and 𝑡, 𝜖1, 𝜖2 > 0

then
9 Break;

10 𝑖 ← 𝑖 + 1, 𝜃𝑖 ← 2𝜃𝑖 ;

11 while 𝜃𝑖 ≤ (8 + 2𝜖) (1 + 𝜖1)𝑛 ln(6/𝛿)+𝑛 ln 2

𝜖2 max{1,𝑓R
2
(𝑆◦)−(1+𝜖1)𝑐 (𝑆◦) } ;

12 return 𝑆◦

Then, for any 𝜆 > 0,

P[𝑋 −𝑀𝜇 ≥ 𝜆 ·𝑀𝜇] ≤ exp

(
− 𝜆2

2+𝜆𝑀𝜇

)
, and

P[𝑋 −𝑀𝜇 ≤ −𝜆 ·𝑀𝜇] ≤ exp

(
−𝜆2

2
𝑀𝜇

)
.

Lemma 5. Suppose that 𝑐 (𝑆1) = 𝑐 (𝑆2), 𝑓 (𝑆1) ≥ 𝑓 (𝑆2)−𝑥 for some
𝑥 ∈ (0, 1), and 𝑓 (𝑆2) − 𝑐 (𝑆2) ≥ 0. Then,

𝑓 (𝑆1) − 𝑐 (𝑆1) − ln 𝑓 (𝑆1)
𝑐 (𝑆1) · 𝑐 (𝑆1) ≥ 𝑓 (𝑆2) − 𝑥 − 𝑐 (𝑆2) − ln 𝑓 (𝑆2)

𝑐 (𝑆2) · 𝑐 (𝑆2)

Proof. 𝑓 (𝑆1) − 𝑐 (𝑆1) − ln 𝑓 (𝑆1)
𝑐 (𝑆1) · 𝑐 (𝑆1)

≥ 𝑓 (𝑆1) −
𝑐 (𝑆2)
𝑓 (𝑆2)

· 𝑓 (𝑆1) − ln
𝑓 (𝑆2)
𝑐 (𝑆2)

· 𝑐 (𝑆1) (15)

≥ (1 − 𝑐 (𝑆2)
𝑓 (𝑆2) ) (𝑓 (𝑆2) − 𝑥) − ln

𝑓 (𝑆2)
𝑐 (𝑆2) · 𝑐 (𝑆2)

≥ 𝑓 (𝑆2) − 𝑥 − 𝑐 (𝑆2) − ln 𝑓 (𝑆2)
𝑐 (𝑆2) · 𝑐 (𝑆2),

where the first inequality holds because (i) the function 𝑔(𝑦) =
(1− 𝑒−𝑦) 𝑓 (𝑆1) −𝑦 · 𝑐 (𝑆1) achieves its minimum at 𝑦 = ln

𝑓 (𝑆1)
𝑐 (𝑆1) ; (ii)

𝑔

(
ln

𝑓 (𝑆1)
𝑐 (𝑆1)

)
equals the l.h.s. of Eq. (15); (iii) 𝑔

(
ln

𝑓 (𝑆2)
𝑐 (𝑆2)

)
equals the

r.h.s. of Eq. (15). □

Based on Lemma 4, we prove that with a high probability, in

each round of Algorithm 2 (Lines 3-10), 𝑓R2 (𝑆◦) is not a signif-

icant overestimation of 𝑓 (𝑆◦), while 𝑓R1 (𝑆∗) is not a significant

underestimation of 𝑓 (𝑆∗).

Lemma 6. With probability at least 1 − 5𝛿
9
, we have

𝑓R2 (𝑆
◦) ≤ (1 + 𝜖1) 𝑓 (𝑆◦), and (16)

𝑓R1 (𝑆
∗) ≥ (1 − 𝜖2) 𝑓 (𝑆∗) (17)

for every iteration (Line 3∼Line 10) of Algorithm 2 when 𝜖1, 𝜖2, 𝑡 > 0.
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Algorithm 3: NodeSelection
Input: RR sets R.
Output: 𝑆◦.

1 𝑆◦ ← ∅;
2 Let CovR (𝑆) be the number of RR sets covered by 𝑆 in R;
3 Let 𝑟 ← |R|;
4 while true do
5 𝑣 ← argmax𝑢∈𝑉 (𝑛 · CovR (𝑢)/(𝑟 · 𝑐𝑢 )) ;
6 if 𝑛 · CovR (𝑣)/𝑟 − 𝑐𝑣 ≤ 0 then
7 Break;

8 Add 𝑣 to 𝑆◦;
9 Remove RR sets covered by 𝑣 ;

10 return 𝑆◦;

Table 2: Dataset statistics (K = 10
3, M = 10

6).

Name 𝑛 𝑚 Type Average degree
NetHEPT 15.2K 31.4K undirected 4.18

Epinions 132K 841K directed 13.4

DBLP 655K 1.99M undirected 6.08

LiveJournal 4.85M 69.0M directed 28.5

Based on Lemma 6, we prove the approximation guarantee of

ROI-PM as follows.

Theorem 3 (Approximation Guarantee of ROI-PM). With
probability at least 1 − 𝛿 , the solution 𝑆◦ returned by Algorithm 2
satisfies

𝑓 (𝑆◦) − 𝑐 (𝑆◦) ≥ (1 − 𝜖) 𝑓 (𝑆∗) − 𝑐 (𝑆∗) − ln 𝑓 (𝑆∗)
𝑐 (𝑆∗) · 𝑐 (𝑆

∗), (18)

where 𝑆∗ is the optimal solution.

The following theorem shows the time complexity of ROI-PM.

Theorem 4. The expected time complexity of Algorithm 2 is

𝑂

(
𝑚 ·𝑓 ( {𝑣∗ }) ·max{ln𝛿−1,𝑛}

𝜖2

)
, where 𝑣∗ is the node in𝐺 with the largest

expected spread.

Proof. The computation overhead of Algorithm 2 is dominated

by the cost of RR set generation. By Line 11 of Algorithm 2, the total

number of RR sets generated is at most 𝑂 (𝑛 · max{ln𝛿−1, 𝑛}/𝜖2).
As shown in [35], the expected cost of generating a random RR set

is bounded by
𝑚
𝑛 · 𝑓 ({𝑣

∗}). Therefore, the expected time complexity

of Algorithm 2 is 𝑂

(
𝑚 ·𝑓 ( {𝑣∗ }) ·max{ln𝛿−1,𝑛}

𝜖2

)
. □

5 EXPERIMENTS
In this section, we experimentally evaluate the proposed algorithms

against existing state-of-the-art solutions in terms of both effec-

tiveness and efficiency on real-world graphs
4
. All experiments are

conducted on a Linux server with an Intel Xeon 2.60GHz CPU and

376GB RAM. All algorithms are implemented in C++ and compiled

by g++ 7.4 with -O3 optimization.

4
The experiments on sensor placement and text summarization could be found in

https://sites.google.com/view/roi-greedy-tr.

5.1 Experimental Settings
We use 4 real-world graphs, i.e., NetHEPT, Epinions, DBLP and Live-
Journal, which are used in previous work [13, 14, 31]. The statistics

of the graphs are summarized in Table 2. NetHEPT [7] is an aca-

demic collaboration network and the rest three graphs are social

networks, which are available in [22].

Model settings. As introduced in Section 2.1, given a graph 𝐺 =

⟨𝑉 , 𝐸⟩, we adopt the most popular influence diffusion model, In-

dependent Cascade (IC), for profit maximization. Following prior

work [14, 35], the propagation probability 𝑝 (𝑢, 𝑣) of each edge

(𝑢, 𝑣) in 𝐺 is set to be the inverse of 𝑣 ’s in-degree (i.e., its number

of in-neighbors). Function 𝑓 (𝑆) is the expected number of users

activated by 𝑆 during the IC diffusion process. We adopt the degree-
proportional cost model for cost function 𝑐 [13, 34]. Specifically, the
cost 𝑐𝑣 of node 𝑣 in 𝐺 is proportional to its out-degree 𝑑𝑜𝑢𝑡 (𝑣) (i.e.,
its number of out-neighbors) as follows: 𝑐𝑣 = 𝜆 · 𝑑𝑜𝑢𝑡 (𝑣)𝛾 , where
𝜆 and 𝛾 are two free parameters controlling the cost model. The

default settings of 𝜆 and 𝛾 are that: 𝜆 = 0.2 and 𝛾 = 1. When

𝑑𝑜𝑢𝑡 (𝑣) = 0, 𝑐𝑣 is 1. The total cost of a set 𝑆 ⊆ 𝑉 is 𝑐 (𝑆) = ∑
𝑣∈𝑆 𝑐𝑣 .

Competitors and settings. First, to evaluate the profitability, i.e.,
𝑓 (𝑆) − 𝑐 (𝑆), we compare ROI-Greedy against three competitors in-

cluding Simple-Greedy [25, 37], Double-Greedy[4] and Distorted-
Greedy [12]. Specifically, we vary the number of RR sets and com-

pare the profit of each method. 𝑓 (𝑆) is obtained by 10,000 Monte

Carlo simulations. We also vary 𝛾 and 𝜆, the parameters in the

degree-proportional cost model, to evaluate the robustness and

profitability of all methods. We vary the number of RR sets in

{1, 21, . . . , 28, 29}×105, 𝜆 in {0.1, 0.2, . . . , 0.5, 0.6}, and𝛾 in {0, 0.2, . . .
, 1, 1.2}. The default value of the number of RR sets is 2

8 × 105. The
experimental results are presented in Section 5.2.

Second, to evaluate the efficiency and effectiveness of ROI-PM
for the profit maximization problem, we compare ROI-PM against

an algorithm obtained by directly replacing Algorithm 3 in Algo-

rithm 2 with Distorted-Greedy, dubbed as DGP. It is easy to prove

that DGP can return results with (1− 1/𝑒 −𝜖) 𝑓 (𝑆∗) −𝑐 (𝑆∗) guaran-
tee with high probability, by using similar proofs as Theorem 3. We

set 𝜖 = 0.2, the failure probability 𝛿 = 1/𝑛, where 𝑛 is the number of

nodes in the input graph, and vary 𝜆 in {0.1, 0.2, 0.3, 0.4, 0.5, 0.6} to
evaluate the running time and the profit of each method. The experi-

mental results are presented in Section 5.3. Note that Simple-Greedy,
Double-Greedy, and existing solutions for profit maximization do

not provide guarantees under the general problem settings studied

in this paper. Therefore, they are not compared.

5.2 Evaluation of ROI-Greedy
In this section, we evaluate the profitability (i.e., 𝑓 (𝑆) − 𝑐 (𝑆)) of
ROI-Greedy against three competitors including Simple-Greedy
[25, 37],Double-Greedy [4] andDistorted-Greedy [12], by varying
the number of RR sets, 𝜆, and 𝛾 .

Varying the number of RR sets. Figure 1 reports the profits of all
methods on the four graphs, when increasing the number of RR sets

from 10
5
to 2

9 × 105. 𝑥-axis is the number of RR sets. 𝑦-axis is the

profit (the higher the better). ROI-Greedy gains the highest profit

under all settings over all the four graphs consistently and main-

tains a significant performance gap compared to all competitors for
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Figure 1: Profit with varying number of RR sets.
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Figure 3: Profit with varying 𝛾 .

different numbers of RR sets. For instance, in Figure 1(a), compared

to the best competitor Distorted-Greedy, ROI-Greedy improves

the profit by up to 21% on NetHEPT. The profit of ROI-Greedy is

also higher by up to 8.8%, 16%, and 12% than Distorted-Greedy on

Epinions, DBLP, and LiveJournal respectively in Figures 1 (b)-(d). In

Figure 1, we observe that Double-Greedy tends to underperform

Simple-Greedy. The reason is that we have a small 𝜆 = 0.2 in Figure

1, indicating that the costs of nodes are small and the dominant

term in 𝑓 −𝑐 is 𝑓 . In such a case, since Simple-Greedy is good at op-
timizing 𝑓 , Simple-Greedy is more effective than Double-Greedy.
Moreover, observe that the profits of all methods increase as the

number of RR sets increases, and the superiority of ROI-Greedy
maintains. The experimental results are consistent with our theoreti-

cal analysis ofROI-Greedy in Section 3. In particular, instead of only
focusing on return as in existing solutions, ROI-Greedy is based

on a new selection criterion by considering return-on-investment

(ROI), and, thus, ROI-Greedy has tighter approximation guarantee

(i.e., 𝑓 (𝑆∗) − 𝑐 (𝑆∗) − ln 𝑓 (𝑆∗)
𝑐 (𝑆∗) 𝑐 (𝑆

∗)) than existing solutions, which

is validated on by the experimental results on real-world graphs.

Varying 𝜆.We vary 𝜆 while 𝛾 and the number of RR sets are set to

their default values, i.e., 1 and 2
8×105 respectively. Figure 2 presents

the profits (𝑦-axis) of all methods on the four graphs when varying

𝜆 from 0.1 to 0.6. The overall observation is that ROI-Greedy al-

ways produces the highest profit over all graphs under all settings,

compared to the competitors. When 𝜆 increases, the profits of all

methods decrease since the costs of all nodes increase. The signifi-

cant performance gap between ROI-Greedy and the competitors

maintains. For instance, onNetHEPT in Figure 2(a), the profit of ROI-
Greedy is higher than that of Distorted-Greedy, Simple-Greedy,
and Double-Greedy by up to 25%, 130% and 93%, respectively. The

experimental results demonstrate the advantage of ROI-Greedy
over existing solutions in finding highly profitable solutions, by

utilizing the novel return-on-investment selection metric.

Varying 𝛾 . Figure 3 reports the experimental results when varying

𝛾 in {0, 0.2, 0.4, 0.6, 0.8, 1, 1.2}, while 𝜆 = 0.2 and the number of RR

sets is 2
8 × 105 as default. From Figure 3(a) to 3(d), the profit of ROI-

Greedy is consistently higher than those of all competitors over all

graphs under all settings. The profit of ROI-Greedy is up to 11%,

32%, 12% and 16% higher thanDistorted-Greedy onNetHEPT,DBLP,
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Figure 5: Running time with varying 𝜆.

Epinions, and LiveJournal, respectively. For instance, on Epinions
in Figure 3(b), when 𝛾 is 0.6, the profit of ROI-Greedy is 4.2 × 104,
while the profit of Distorted-Greedy is just 3.5 × 104. All the above
experiments not only demonstrate the superiority of ROI-Greedy,
but also show that ROI-Greedy is stable and robust to generate the

highest profit, in terms of various parameter settings.

5.3 Evaluation of ROI-PM
We evaluate the proposed ROI-PM against DGP for profit maxi-

mization on real-world graphs. In particular, we study the profit (i.e.,
effectiveness) and running time (i.e., efficiency) of these methods

when varying 𝜆 in {0.1, 0.2, 0.3, 0.4, 0.5, 0.6} while setting 𝜖 = 0.2

and 𝛿 = 1/𝑛 as default. The results when varying 𝛾 are similar and

thus omitted here. We only report the results on Epinions, DBLP
and LiveJournal due to the interest of space.

Note that most existing profit maximization solutions (e.g., [1,

13, 25, 32, 33, 36]) are based on either Simple-Greedy or Double-
Greedy. However, Simple-Greedy and Double-Greedy cannot pro-

vide guarantees under the problem settings studied in this paper.

Hence, these existing solutions, inheriting the drawbacks of Simple-
Greedy or Double-Greedy, are not compared under the profit max-

imization application here. In particular, as discussed in Section

2.2, the results returned by Simple-Greedy can be arbitrarily worse

than the optimal result, and the approximation guarantee ofDouble-
Greedy relies on a strong assumption that requires for any 𝑆 ′ ⊆ 𝑉 ,

𝑓 (𝑆 ′) − 𝐶 (𝑆 ′) ≥ 0. Further, in practice, as shown in Section 5.2,

Simple-Greedy and Double-Greedy have already shown inferior

performance compared against the proposed ROI-Greedy. On the

other hand, the ROI-Greedy-based ROI-PM does not rely on such

strong assumptions and can provide worst-case approximation

guarantees for profit maximization. Therefore, for the profit maxi-

mization application, we only compare ROI-PM with DGP that is

based on Distorted-Greedy, which can also provide approximation

guarantee under the same problem settings studied in this paper.

Profit when varying 𝜆. Figure 4 reports the profits achieved by

ROI-PM and DGP when varying 𝜆 from 0.1 to 0.6. We observe that

ROI-PM consistently and significantly outperforms DGP under all

settings on all datasets. The profit of ROI-PM is up to 22%, 24% and

11% higher than that of DGP on Epinions, DBLP, and LiveJournal,
respectively, as shown in Figures 4(a,b,c). For instance, on Epinions
in Figure 4(a), when 𝜆 = 0.2, the profit of ROI-PM is 6.4×104, while
that of DGP is just 5.6 × 10

4
. ROI-PM always achieves a higher

profit in practice since it provides a tighter theoretical guarantee

as proved in Section 4.3. When 𝜆 increases, the performance gap

between ROI-PM and DGP slightly narrows. The reason is that

when 𝜆 increases, the cost 𝑐𝑣 of each node 𝑣 increases, making it

harder to gain profits.

Running time when varying 𝜆. Figure 5 shows the running time

of ROI-PM and DGP on Epinions and DBLP when we vary 𝜆 from

0.1 to 0.6.𝑦-axis is the running time in seconds (s) and is in log-scale.

Observe that ROI-PM is significantly faster than DGP under all

settings. In particular, ROI-PM is up to 9 times faster than DGP on

Epinions, as well as up to 14.5 and 7 times faster than DGP on DBLP
and LiveJournal, respectively. For instance, when 𝜆 is 0.2, on DBLP,
ROI-PM only needs 501 seconds (i.e., 8.3 minutes) to finish, while

DGP takes around 6,169 seconds (i.e., 1.7 hours). Recall that the

number of RR sets generated is inversely proportional to the quality

of the solution constructed, for both ROI-PM and DGP. However,
the efficiency gap (Figure 5) between ROI-PM and DGP is much

greater than the effectiveness gap (Figure 4) between these two

algorithms. This is because the early termination (Lines 5 to 8 of

Algorithm 2) is more effective for ROI-PM than for DGP.

6 OTHER RELATEDWORK
In addition to the methods reviewed in Section 2.2, we review other

methods that are relevant to this work in the following.

As a pioneer work [28], Nemhauser et al. prove that the greedy
algorithm ensures a (1−1/𝑒) approximate guarantee formaximizing

a non-negative, monotone, and submodular function, subject to a

cardinality constraint. After that, a plethora of studies are conducted

to solve this problem in various settings. Specifically, given a non-

negative, monotone, and submodular function 𝑓 , a non-negative

and modular cost function 𝑐 under knapsack constraint, and a

cost budget 𝐵, the problem asks for a set 𝑆 that maximizes 𝑓 (𝑆)
subject to 𝑐 (𝑆) ≤ 𝐵. Towards this end, a simple greedy solution is

proposed in [18] and is then shown to be able to provide (1−1/𝑒)/2-
approximate guarantee. Besides, there also exists a large body of

literature [4, 5, 9, 11, 20, 29, 30] on non-monotone submodular

maximization. Among them, the two methods [11, 30] that are most

related to our work focus on maximizing 𝑔 + ℓ , where 𝑔 is a non-

negative, monotone, and submodular function and ℓ is an arbitrary

modular function. More specifically, in [30], the authors propose a

randomized polynomial time algorithm that ensures 𝑔(𝑆) + ℓ (𝑆) ≥
(1 − 1/𝑒)𝑔(𝑆∗) + ℓ (𝑆∗), whose efficiency is subsequently improved

in [11]. However, as pinpointed in [12], both algorithms [11, 30]

are practically intractable and inefficient, and thus subsumed by

Distorted-Greedy [12]. Additionally, several studies [12, 21, 26] aim
at alleviating the efficiency issue of classic greedy methods.

As mentioned in Section 4, profit maximization is an instance

of unconstrained submodular maximization. Most existing solu-

tions for profit maximization, e.g., [1, 13, 25, 32, 33, 36], adopt
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Simple-Greedy and Double-Greedy methods. In [33], Tang et al.
first point out that the results returned by Simple-Greedy can be ar-

bitrarily worse than the optimum. Tang et al.[33] further show that

based on the non-negativity assumption of the submodular function,

the deterministic and the randomized versions of Double-Greedy
ensure

1

3
- and

1

2
-approximation guarantees, respectively. However,

as discussed in Section 2, this assumption is unrealistic in prac-

tice. Based on the same assumption, Huang et al. [13] propose an
algorithm for solving the profit maximization problem in an adap-

tive setting, in which the set 𝑆 of seed nodes is extracted from a

pre-defined small set 𝑇 of nodes, where 𝑇 ⊂ 𝑉 and |𝑇 | ≪ |𝑉 |.
There are many studies on sensor placement and text summa-

rization e.g., [15, 19, 21, 23, 24]. However, these studies formulated

text summarization and sensor placement as constrained submod-

ular maximization problems, which are very different from the

unconstrained submodular maximization problem studied in this

paper.

7 CONCLUSIONS
In this paper, we propose ROI-Greedy, a novel polynomial time al-

gorithm for USM-MC, which returns a solution 𝑆 satisfying 𝑓 (𝑆) −
𝑐 (𝑆) ≥ 𝑓 (𝑆∗)−𝑐 (𝑆∗)−ln 𝑓 (𝑆∗)

𝑐 (𝑆∗) ·𝑐 (𝑆
∗), where 𝑆∗ denotes the optimal

solution. The worst-case guarantee of ROI-Greedy is stronger than

all existing solutions. We also prove that the guarantee is tight com-

pared with a lower bound derived in this paper. Further, we devise

a non-trivial extension of ROI-Greedy to solve the profit maxi-

mization problem. Extensive experiments on benchmark datasets

demonstrate that ROI-Greedy significantly outperforms competing

methods in terms of efficiency and solution quality.
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APPENDIX
Proof of Lemma 1. For convenience, we abuse the notation and

let Δ(𝑇 | 𝑆) = 𝑓 (𝑇 ∪ 𝑆) − 𝑓 (𝑆) denote the marginal increase in 𝑓

when we add all elements in a set 𝑇 ⊆ 𝑉 into another set 𝑆 ⊆ 𝑉 .

We have

Δ(𝑣𝑖 | 𝑆𝑖−1)
𝑐𝑣𝑖

= max

𝑢∈𝑉 \𝑆𝑖−1

Δ(𝑢 | 𝑆𝑖−1)
𝑐𝑢

≥ max

𝑢∈𝑆+\𝑆𝑖−1

Δ(𝑢 | 𝑆𝑖−1)
𝑐𝑢

≥
∑
𝑢∈𝑆+ Δ(𝑢 | 𝑆𝑖−1)∑

𝑢∈𝑆+ 𝑐𝑢
≥ Δ(𝑆+ | 𝑆𝑖−1)

𝑐 (𝑆+)

=
𝑓 (𝑆+ ∪ 𝑆𝑖−1) − 𝑓 (𝑆𝑖−1)

𝑐 (𝑆+) ≥ 𝑓 (𝑆+) − 𝑓 (𝑆𝑖−1)
𝑐 (𝑆+) .

□

Proof of Lemma 2. From Lemma 1, we have 𝑓 (𝑆1) = 𝑓 ({𝑣1}) ≥
𝑐𝑣𝑘 𝑓 (𝑆

+)
𝑐 (𝑆+) . Hence, Eq. (5) holds for 𝑖 = 1. Now, assume that 𝑓 (𝑆𝑖 ) ≥

(
1−∏𝑖

𝑘=1

(
1− 𝑐𝑣𝑘

𝑐 (𝑆+)
) )
𝑓 (𝑆+) holds for any 𝑖 ≤ 𝑗 . For 𝑆 𝑗+1, we have

𝑓 (𝑆 𝑗+1) = Δ(𝑣𝑗+1 | 𝑆 𝑗 ) + 𝑓 (𝑆 𝑗 )

≥
𝑐𝑣𝑗+1 (𝑓 (𝑆+) − 𝑓 (𝑆 𝑗 ))

𝑐 (𝑆+) + 𝑓 (𝑆 𝑗 ) =
𝑐𝑣𝑗+1

𝑐 (𝑆+) 𝑓 (𝑆
+) +

(
1 −

𝑐𝑣𝑗+1

𝑐 (𝑆+)

)
𝑓 (𝑆 𝑗 )

≥
𝑐𝑣𝑗+1

𝑐 (𝑆+) 𝑓 (𝑆
+) +

(
1 −

𝑐𝑣𝑗+1

𝑐 (𝑆+)

)
·
(
1 −

𝑗∏
𝑘=1

(
1 −

𝑐𝑣𝑘

𝑐 (𝑆+)

))
𝑓 (𝑆+)

=

(
1 −

𝑗+1∏
𝑘=1

(
1 −

𝑐𝑣𝑘

𝑐 (𝑆+)

))
𝑓 (𝑆+) .

By induction, Eq. (5) holds. □

Proof of Lemma 3. We consider two cases.

First, if 𝛽 ≤ 𝑐 (𝑆+), we first prove for any 𝑘 ≤ 𝑡 − 1, 𝑐𝑣𝑘 ≤ 𝑐 (𝑆+).
Suppose for contradiction that there exists 𝑘 ≤ 𝑡 − 1 such that

𝑐𝑣𝑘 ≥ 𝑐 (𝑆+), then
𝑓 (𝑆𝑘 ) = Δ(𝑣𝑘 |𝑆𝑘−1) + 𝑓 (𝑆𝑘−1)

≥
𝑐𝑣𝑘

𝑐 (𝑆+) (𝑓 (𝑆
+) − 𝑓 (𝑆𝑘−1)) + 𝑓 (𝑆𝑘−1) ≥ 𝑓 (𝑆+), (19)

where the first inequality is due to Lemma 1 and the second inequal-

ity is due to Eq.(8). Therefore, 𝑓 (𝑆𝑡−1) ≥ 𝑓 (𝑆𝑘 ) ≥ 𝑓 (𝑆+), which
contradicts with Eq.(8). Hence, for all 𝑘 ≤ 𝑡 − 1, 𝑐𝑣𝑘 ≤ 𝑐 (𝑆+). Now,
we have

𝛽 (𝑓 (𝑆+) − 𝑓 (𝑆𝑡−1))
𝑐 (𝑆+) + 𝑓 (𝑆𝑡−1)

≥ 𝛽

𝑐 (𝑆+) 𝑓 (𝑆
+) +

(
1 − 𝛽

𝑐 (𝑆+)

) (
1 −

𝑡−1∏
𝑘=1

(
1 −

𝑐𝑣𝑘

𝑐 (𝑆+)

))
𝑓 (𝑆+)

=

(
1 −

(
1 − 𝛽

𝑐 (𝑆+)

) 𝑡−1∏
𝑘=1

(1 −
𝑐𝑣𝑘

𝑐 (𝑆+) )
)
𝑓 (𝑆+)

≥
(
1 −

(
1 −

𝛽 +∑𝑡−1
𝑘=1

𝑐𝑣𝑘

𝑡 · 𝑐 (𝑆+)

)𝑡 )
𝑓 (𝑆+)

=

(
1 −

(
1 − ln(𝑓 (𝑆+)/𝑐 (𝑆+))

𝑡

)𝑡 )
𝑓 (𝑆+)

≥ 𝑓 (𝑆+) − 𝑐 (𝑆+), (20)

where the first inequality is by Lemma 2 and 𝛽 ≤ 𝑐 (𝑆+), and the

second inequality is due to Eq. (6), 𝑐𝑣𝑘 ≤ 𝑐 (𝑆+) and 𝛽 +∑𝑡−1
𝑘=1

𝑐𝑣𝑘 =

ln
𝑓 (𝑆+)
𝑐 (𝑆+) · 𝑐 (𝑆

+), while the third inequality holds because(
1 −

ln

(
𝑓 (𝑆+)/𝑐 (𝑆+)

)
𝑡

)𝑡
≤ 𝑒
− ln 𝑓 (𝑆+)

𝑐 (𝑆+) =
𝑐 (𝑆+)
𝑓 (𝑆+) .

Second, if 𝛽 > 𝑐 (𝑆+), then
𝛽 (𝑓 (𝑆+) − 𝑓 (𝑆𝑡−1))

𝑐 (𝑆+) + 𝑓 (𝑆𝑡−1)

= 𝑓 (𝑆+) +
(

𝛽

𝑐 (𝑆+) − 1
)
(𝑓 (𝑆+) − 𝑓 (𝑆𝑡−1))

≥ 𝑓 (𝑆+) ≥ 𝑓 (𝑆+) − 𝑐 (𝑆+), (21)

since 𝛽 > 𝑐 (𝑆+) and 𝑓 (𝑆𝑡−1) < 𝑓 (𝑆+). □

Proof of Lemma 6. Let E1𝑖 denote the event that Eq. (16) holds
for the 𝑖-th iteration, and E2𝑖 denote the event that Eq. (17) holds
for the 𝑖-th iteration. Let 𝜖 ′ be the solution to the equation

exp

(
− (𝜖

′)2
2 + 𝜖′

𝜃𝑖

𝑛
𝑓 (𝑆◦)

)
=

𝛿

6𝑖2
. (22)
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LetH1 be the event

𝑓R2 (𝑆
◦) ≤ (1 + 𝜖′) 𝑓 (𝑆◦) . (23)

Then, by Lemma 4, P[H1] ≥ 1 − 𝛿/(6𝑖2). When H1 occurs, by

Eq. (22),

(𝜖′)2
(2 + 𝜖′) (1 + 𝜖′) =

𝑛 ln(6𝑖2/𝛿)
𝜃𝑖 · (1 + 𝜖′) · 𝑓 (𝑆◦)

≤ 𝑛 ln(6𝑖2/𝛿)
𝜃𝑖 · 𝑓R2 (𝑆◦)

. (24)

By the definition of 𝜖1, we have 𝜖1 ≥ 𝜖 ′ givenH1. Hence,

H1 ⇒ 𝑓R2 (𝑆
◦) ≤ (1 + 𝜖1) 𝑓 (𝑆◦) .

This leads to

P
[
𝑓R2 (𝑆

◦) ≤ (1 + 𝜖1) 𝑓 (𝑆◦)
]
≥ P[H1 ] ≥ 1 − 𝛿/(6𝑖2) .

Therefore, P[E1𝑖 ] ≥ 1 − 𝛿/(6𝑖2).
Similarly, for 𝑓 (𝑆∗), let 𝜖 be the solution to the equation

exp

(
− 𝜖2

2

𝜃𝑖

𝑛
𝑓 (𝑆∗)

)
=

𝛿

6𝑖2
,

andH2 be the event 𝑓R1 (𝑆∗) ≤ (1 − 𝜖) 𝑓 (𝑆∗). From Lemma 4, we

have P[H2] ≥ 1 − 𝛿/(6𝑖2). Conditioned on E1𝑖 , we have
𝜖2

2(1 + 𝜖1)
=

𝑛

𝜃𝑖 · (1 + 𝜖1) · 𝑓 (𝑆∗)
ln

(
6𝑖2

𝛿

)
≤ 𝑛

𝜃𝑖 · (1 + 𝜖1) · (𝑓 (𝑆◦) − 𝑐 (𝑆◦))
ln

(
6𝑖2

𝛿

)
≤ 𝑛

𝜃𝑖 · (𝑓R2 (𝑆◦) − (1 + 𝜖1)𝑐 (𝑆◦))
ln

(
6𝑖2

𝛿

)
,

where the first inequality is due to the definition of 𝜖 , and the last

inequality is due to E1𝑖 . From the definition of 𝜖2, conditioned on

E1𝑖 , we have 𝜖2 ≥ 𝜖 . Finally, we have

P
[
𝑓R1 (𝑆

∗) ≥ (1 − 𝜖2) 𝑓 (𝑆∗) | E1𝑖
]
≥ P[𝐻2 ] ≥ 1 − 𝛿

6𝑖2
.

Thus, P[E2𝑖 | E1𝑖 ] ≥ 1 − 𝛿/(6𝑖2). As a result,

P[E2𝑖 ∩ E1𝑖 ] = P[E2𝑖 | E1𝑖 ]P[E1𝑖 ] ≥ 1 − 𝛿

3𝑖2
.

For all iterations, we have

P

[ ∞⋂
𝑖=1

E1𝑖
∞⋂
𝑖=1

E2𝑖
]
≥
∞∏
𝑖=1

P[E2𝑖 ∩ E1𝑖 ] ≥
∞∏
𝑖=1

(
1 − 𝛿

3𝑖2

)
≥ 1 −

∞∑
𝑖=1

𝛿

3𝑖2
≥ 1 − 𝜋2 · 𝛿

18

≥ 1 − 5𝛿

9

, (25)

where the third inequality follows from the Weierstrass product

inequality. □

Proof of Theorem 3. We consider two cases depending on

whether Line 9 in Algorithm 2 is triggered.

Case 1: Line 9 is triggered. Then, in the last iteration, we have

(𝑡 − 1)/𝑡 + 𝜖2 + 𝜖1 ≤ 𝜖, and (26)

𝜖1 + 𝜖2 ≤ 𝜖, (27)

where 𝜖1, 𝜖2 ∈ (0, 1) and 𝑡 > 0. Suppose that both Eq. (16) and (17)

hold. Then,

𝑓R1 (𝑆
◦) − 𝑐 (𝑆◦) ≥ 𝑓R1 (𝑆∗) − 𝑐 (𝑆∗) − ln

𝑓R
1
(𝑆∗ )

𝑐 (𝑆∗ ) · 𝑐 (𝑆
∗)

≥ (1 − 𝜖2) 𝑓 (𝑆∗) − 𝑐 (𝑆∗) − ln 𝑓 (𝑆∗ )
𝑐 (𝑆∗ ) · 𝑐 (𝑆

∗), (28)

where the first inequality is due to Theorem 1, and the second

inequality is due to Eq. (17) and Lemma 5. Moreover, by Eq.(16),

𝑓R1 (𝑆
◦) − 𝑐 (𝑆◦) = 𝑡 (𝑓R2 (𝑆

◦) − 𝑐 (𝑆◦))
≤ 𝑡 (𝑓 (𝑆◦) − 𝑐 (𝑆◦)) + 𝑡𝜖1 𝑓 (𝑆◦) . (29)

Finally, we have

𝑓 (𝑆◦) − 𝑐 (𝑆◦) ≥ 1/𝑡
(
𝑓R1 (𝑆

◦) − 𝑐 (𝑆◦)
)
− 𝜖1 𝑓 (𝑆∗) (30)

≥ 1/𝑡
(
(1 − 𝜖2) 𝑓 (𝑆∗) − 𝑐 (𝑆∗) − ln

𝑓 (𝑆∗)
𝑐 (𝑆∗) · 𝑐 (𝑆

∗)
)
− 𝜖1 𝑓 (𝑆∗) (31)

where the first inequality is from Eq. (29), and second inequality is

from Eq. (28).

If 1/𝑡 < 1, following Eq. (31), we have

𝑓 (𝑆◦) − 𝑐 (𝑆◦)

≥ 1/𝑡
(
(1 − 𝜖2) 𝑓 (𝑆∗) − 𝑐 (𝑆∗) − ln

𝑓 (𝑆∗)
𝑐 (𝑆∗) · 𝑐 (𝑆

∗)
)
− 𝜖1 𝑓 (𝑆∗)

≥ 𝑓 (𝑆∗) − 𝑐 (𝑆∗) + (1/𝑡 − 1) 𝑓 (𝑆∗) − (𝜖2 + 𝜖1) 𝑓 (𝑆∗) − ln
𝑓 (𝑆∗)
𝑐 (𝑆∗) 𝑐 (𝑆

∗)

≥ (1 − 𝜖) 𝑓 (𝑆∗) − 𝑐 (𝑆∗) − ln 𝑓 (𝑆∗)
𝑐 (𝑆∗) · 𝑐 (𝑆

∗),

where the last inequality is from Eq. (26).

Otherwise, 1/𝑡 ≥ 1, following Eq. (30), we have

𝑓 (𝑆◦) − 𝑐 (𝑆◦) ≥ 𝑓R1 (𝑆
◦) − 𝑐 (𝑆◦) − 𝜖1 𝑓 (𝑆∗)

≥ (1 − 𝜖1 − 𝜖2) 𝑓 (𝑆∗) − 𝑐 (𝑆∗) − ln
𝑓 (𝑆∗)
𝑐 (𝑆∗) · 𝑐 (𝑆

∗)

≥ (1 − 𝜖) 𝑓 (𝑆∗) − 𝑐 (𝑆∗) − ln 𝑓 (𝑆∗)
𝑐 (𝑆∗) · 𝑐 (𝑆

∗),

where the second inequality is from Eq. (28), and the last inequality

is from Eq.(27).

By Lemma 6, both Eq. (16) and (17) hold with probability at least

1 − 5𝛿
9
. Thus, when Line 9 is triggered, with probability at least

1 − 5𝛿
9
, Eq. (18) holds.

Case 2: Line 9 is not triggered. In this case, we have

𝜃𝑖 = |R1 | > (8 + 2𝜖) (1 + 𝜖1)𝑛
ln(6/𝛿) + 𝑛 ln 2

𝜖2 max{1, 𝑓R2 (𝑆◦) − (1 + 𝜖1)𝑐 (𝑆◦) }
when Algorithm 2 terminates.

Notice that when the event ∩𝑖E1𝑖 occurs. ∩𝑖E1𝑖 implies that

max{1, 𝑓R2 (𝑆
◦) − (1 + 𝜖1)𝑐 (𝑆◦) } ≤ max{1, (1 + 𝜖1) (𝑓 (𝑆◦) − 𝑐 (𝑆◦)) }

≤ (1 + 𝜖1) 𝑓 (𝑆∗) .

Then, we have

𝜃𝑖 = |R1 | ≥ (8 + 2𝜖)𝑛
ln(6/𝛿) + 𝑛 ln 2

𝜖2 𝑓 (𝑆∗)
when Algorithm 2 terminates. Let 𝑥 = 𝜖 𝑓 (𝑆∗)/(2𝑓 (𝑆)). In this case,
by Lemma 4, for any 𝑆 ⊆ 𝑉 ,

P[𝑓R1 (𝑆) − 𝑓 (𝑆) ≥ 𝜖

2

𝑓 (𝑆∗) ] ≤ exp
(
− 𝑥2

2 + 𝑥
𝜃𝑖

𝑛
𝑓 (𝑆)

)
≤ exp

(
− 𝜖2

8 + 2𝜖
𝜃𝑖

𝑛
𝑓 (𝑆∗)

)
≤ 𝛿

6 · 2𝑛 ,

where the second inequality is due to the fact that the right side of

the first inequality achieves its maximum at 𝑓 (𝑆) = 𝑓 (𝑆∗). Similarly,

we also have P[𝑓R1 (𝑆) − 𝑓 (𝑆) ≤ −𝜖
2
𝑓 (𝑆∗)] ≤ 𝛿

6·2𝑛 . Since 𝑆 ∈ 2
𝑉

and |2𝑉 | = 2
𝑛
, P[|𝑓R1 (𝑆) − 𝑓 (𝑆) | ≤ 𝜖

2
𝑓 (𝑆∗),∀𝑆 ⊆ 𝑉 ] ≥ 1 − 𝛿

3
.

When |𝑓R1 (𝑆) − 𝑓 (𝑆) | ≤ 𝜖
2
𝑓 (𝑆∗) for all 𝑆 ⊆ 𝑉 , we have

𝑓R1 (𝑆
∗) ≥ (1 − 𝜖

2

) 𝑓 (𝑆∗), and (32)

𝑓R1 (𝑆
◦) ≤ 𝑓 (𝑆◦) + 𝜖

2

𝑓 (𝑆∗) . (33)
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Thus, when the event ∩𝑖E1𝑖 happens, we have
𝑓 (𝑆◦) − 𝑐 (𝑆◦) ≥ 𝑓R1 (𝑆

◦) − 𝑐 (𝑆◦) − 𝜖

2

𝑓 (𝑆∗)

≥ 𝑓R1 (𝑆
∗) − 𝑐 (𝑆∗) − ln

𝑓R1 (𝑆∗)
𝑐 (𝑆∗) · 𝑐 (𝑆

∗) − 𝜖

2

𝑓 (𝑆∗)

≥ (1 − 𝜖) 𝑓 (𝑆∗) − 𝑐 (𝑆∗) − ln 𝑓 (𝑆∗)
𝑐 (𝑆∗) · 𝑐 (𝑆

∗)

where the third inequality is due to Eq. (32) and Lemma 5.

According to Eq. (25), the event ∩𝑖E1𝑖 occurs with probability at

least 1− 5𝛿
9
. Therefore, when Line 9 is not triggered, with probability

at least 1 − 5𝛿
9
− 𝛿

3
≥ 1 − 𝛿 , we have

𝑓 (𝑆◦) − 𝑐 (𝑆◦) ≥ (1 − 𝜖) 𝑓 (𝑆∗) − 𝑐 (𝑆∗) − 𝑓 (𝑆∗)
𝑐 (𝑆∗) · 𝑐 (𝑆

∗) .

Combining Case 1 and Case 2, the theorem is proved. □

Proof of Theorem 2. We use again the reduction from mini-
mum set cover demonstrated in Section 3.1. Assume that there is

an algorithm Alg satisfying Eq. (13). We show that we can use algo-

rithm Alg to achieve an approximate ratio of 𝑐 ln𝑁 (𝑁 = | ∪𝑛
𝑖=1

𝑢𝑖 |)
for minimum set cover for some 𝑐 < 1, which contradicts the as-

sumption that P≠NP [8].

First, on an arbitraryminimum set cover instance𝑉 = {𝑢1, ..., 𝑢𝑛},
recall that 𝑆∗, the optimal solution to USM-MC, is a minimum set

cover. Thus, we have 𝑓 (𝑆∗) ≥ 2𝑐 (𝑆∗) and 𝑐 (𝑆∗) ln 𝑓 (𝑆∗)
𝑐 (𝑆∗) ≤

𝑓 (𝑆∗)
𝑒 .

Let 𝜖 =

(
1

2
− 1

𝑒

)
𝜖 . We have 𝜖 > 0 since 𝜖 > 0. Then, by Eq. (13),

𝑓 (𝑆′) − 𝑐 (𝑆′)

≥ 𝜖 ·
(
𝑓 (𝑆∗) − 𝑐 (𝑆∗) − ln 𝑓 (𝑆∗ )

𝑐 (𝑆∗ ) · 𝑐 (𝑆
∗)

)
+

(
𝑓 (𝑆∗) − 𝑐 (𝑆∗) − ln 𝑓 (𝑆∗ )

𝑐 (𝑆∗ ) · 𝑐 (𝑆
∗)

)
≥ ( 1

2
− 1

𝑒
)𝜖 · 𝑓 (𝑆∗) +

(
𝑓 (𝑆∗) − 𝑐 (𝑆∗) − ln 𝑓 (𝑆∗ )

𝑐 (𝑆∗ ) · 𝑐 (𝑆
∗)

)
= (1 + 𝜖) 𝑓 (𝑆∗) − 𝑐 (𝑆∗) − ln 𝑓 (𝑆∗ )

𝑐 (𝑆∗ ) · 𝑐 (𝑆
∗) . (34)

Consider the USM-MC problem on 𝑉 , with 𝑓 (𝑆) = | ∪𝑢𝑖 ∈𝑆 𝑢𝑖 | for
all 𝑆 ⊆ 𝑉 , and 𝑐𝑢𝑖 = 1

2
for all 𝑖 = 1, . . . , 𝑛. Suppose that we use Alg

to solve this USM-MC problem, and obtain a solution 𝑆1 ⊆ 𝑉 . We

consider two cases depending on whether 𝑆1 is a set cover.

Case 1: 𝑆1 is already a set cover of 𝑉 . Recall that in Section 3.1, we

prove that the minimum set cover 𝑆∗ of 𝑉 is an optimal solution to

USM-MC. By Eq. (34),

𝑓 (𝑆1) − 𝑐 (𝑆1) ≥ 𝑓 (𝑆∗) − 𝑐 (𝑆∗) − ln 𝑓 (𝑆∗ )
𝑐 (𝑆∗ ) · 𝑐 (𝑆

∗) + 𝜖 · 𝑓 (𝑆∗)

≥ 𝑓 (𝑆∗) − 𝑐 (𝑆∗) − (1 − 𝑒𝜖) · ln 𝑓 (𝑆∗ )
𝑐 (𝑆∗ ) · 𝑐 (𝑆

∗),

where the last inequality is due to 𝑓 (𝑆∗)/𝑐 (𝑆∗) ≥ 2 and ln
𝑓 (𝑆∗)
𝑐 (𝑆∗) ·

𝑐 (𝑆∗) ≤ 𝑓 (𝑆∗)
𝑒 . Since both 𝑆1 and 𝑆∗ are set covers, we have 𝑓 (𝑆1) =

𝑓 (𝑆∗) = | ∪𝑛
𝑖=1

𝑢𝑖 | = 𝑁 . Moreover, we have 𝑐 (𝑆1) = 1

2
|𝑆1 | and

𝑐 (𝑆∗) = 1

2
|𝑆∗ |. Therefore, |𝑆1 | ≤ |𝑆∗ |

(
(1 − 𝑒𝜖) (ln𝑁 − ln |𝑆∗ | + ln 2)

+1
)
≤ |𝑆∗ | ( (1 − 𝑒𝜖) ln𝑁 +𝑂 (1)) . This indicates that there exists

some constant 𝜖 ′ > 0 such that

|𝑆1 | ≤ |𝑆∗ | (1 − 𝜖′) ln𝑁 . (35)

Case 2: 𝑆1 is not a set cover of 𝑉 . Let 𝑏1 = ∪𝑢𝑖 ∈𝑆1𝑢𝑖 . For conve-
nience, we rename𝑉 = {𝑢1, 𝑢2, . . . , 𝑢𝑛} to𝑉 1 = {𝑢1

1
, 𝑢1

2
, . . . , 𝑢1𝑛}. We

construct another set cover instance 𝑉 2 = {𝑢2
1
, 𝑢2

2
, . . . , 𝑢2𝑛} where

𝑢2
𝑖
= 𝑢1

𝑖
\ 𝑏1. Let 𝑓 2 (𝑆) = | ∪𝑢2

𝑖
∈𝑆 𝑢

2

𝑖
|. Suppose that we apply Alg

on 𝑉 2
with 𝑓 2 (·), and obtain a solution 𝑆2. If 𝑆2 is still not a set

cover of 𝑉 2
, we can repeat the same process to construct new set

cover instances 𝑉 3, . . . ,𝑉 𝑙
with 𝑓 3 (·), . . . , 𝑓 𝑙 (·), and to apply Alg

to derive 𝑆3, . . . , 𝑆𝑙 until 𝑆𝑙 is a set cover of 𝑉 𝑙
.

Let 𝑆⋄ = {𝑢𝑖 | ∃ 𝑗, 𝑢 𝑗
𝑖
∈ 𝑆 𝑗 } ⊆ 𝑉 . It can be verified that 𝑆⋄ is a set

cover of 𝑉 , the original set cover instance. Moreover, constructing

𝑆⋄ takes polynomial time, since Alg is a polynomial time algorithm

and 𝑙 ≤ 𝑁 .

Let 𝑆∗
𝑗
be the minimum set cover of 𝑉 𝑗

, and 𝑧 𝑗 = |𝑆 𝑗 |/|𝑆∗
𝑗
|. De-

note 𝑦 𝑗 = | ∪
𝑢
𝑗

𝑖
∈𝑆 𝑗 𝑢

𝑗
𝑖
|/| ∪𝑛

𝑖=1
𝑢
𝑗
𝑖
| = 𝑓 𝑗 (𝑆 𝑗 )/𝑓 𝑗 (𝑆∗

𝑗
) as the fraction

of items covered by 𝑆 𝑗 in 𝑉 𝑗
. We prove that for 𝑗 = 1, 2, . . . , 𝑙 − 1

𝑦 𝑗 ≥ 1 − 𝑒−𝑧 𝑗 + 𝜖. (36)

Assume to the contrary that 𝑦 𝑗 < 1− 𝑒−𝑧 𝑗 + 𝜖 . Note that 𝑐 (𝑆 𝑗 ) =
𝑧 𝑗𝑐 (𝑆∗

𝑗
). We have

𝑓 𝑗 (𝑆 𝑗 ) − 𝑐 (𝑆 𝑗 ) < (1 − 𝑒−𝑧 𝑗 + 𝜖) 𝑓 𝑗 (𝑆∗𝑗 ) − 𝑧 𝑗𝑐 (𝑆∗𝑗 )

≤ max

𝑥∈R+

(
(1 − 𝑒−𝑥 + 𝜖) 𝑓 𝑗 (𝑆∗𝑗 ) − 𝑥𝑐 (𝑆∗𝑗 )

)
= (1 + 𝜖) 𝑓 𝑗 (𝑆∗

𝑗
) − 𝑐 (𝑆∗

𝑗
) − ln

𝑓 (𝑆∗
𝑗
)

𝑐 (𝑆∗
𝑗
) · 𝑐 (𝑆

∗
𝑗
),

which contradicts Eq. (34). Therefore, Eq. (36) holds for all 𝑗 =

1, 2, . . . , 𝑙 − 1 and

𝑧 𝑗 ≤ ln

1

1 − 𝑦 𝑗 + 𝜖 < (1 − 𝜖) ln 1

1 − 𝑦 𝑗
, (37)

where the last inequality holds because ln
1

𝑎+𝜖 < (1 − 𝜖) ln 1

𝑎 for

any 0 < 𝑎 < 1 and 0 < 𝜖 < 1.

Let𝑤 be the total number of items in the sets in the last set cover

instance 𝑉 𝑙
. Note that 𝑆𝑙 is a set cover of 𝑉 𝑙

. By the same analysis

as in Case 1, we have
|𝑆𝑙 | ≤ |𝑆∗

𝑙
| (1 − 𝜖′) ln𝑤, (38)

for some 𝜖 ′ > 0. At the beginning, we have 𝑁 items in the sets of

𝑉 1
. In each round 𝑗 = 2, 3, . . . , 𝑙 , we remove a fraction 𝑦 𝑗−1 of items

from the set cover instance of the ( 𝑗 − 1)-th round. Thus, we have

𝑁

𝑙−1∏
𝑗=1

(1 − 𝑦 𝑗 ) = 𝑤. (39)

Observe that 𝑆∗
𝑗
is still a set cover of 𝑉 𝑗+1

, but its size may not

be minimum. Thus, we have |𝑆∗
𝑗
| ≤ |𝑆∗

1
| = |𝑆∗ | for all 𝑗 = 1, 2, . . . , 𝑙 .

Combining Eq. (37), (38), and (39), we have

𝑙∑
𝑗=1

|𝑆 𝑗 | ≤
𝑙−1∑
𝑗=1

𝑧 𝑗 |𝑆∗𝑗 | + (1 − 𝜖′) |𝑆∗𝑙 | ln𝑤

≤ (1 − 𝜖)
𝑙−1∑
𝑗=1

ln

1

1 − 𝑦 𝑗
|𝑆∗𝑗 | + (1 − 𝜖′) |𝑆∗𝑙 | ln𝑤

≤ (1 −min{𝜖, 𝜖′ }) |𝑆∗ |
(
𝑙−1∑
𝑗=1

ln

1

1 − 𝑦 𝑗
+ ln𝑤

)
= |𝑆∗ | (1 −min{𝜖, 𝜖′ }) ln𝑁 .

(40)

Therefore, for the set cover 𝑆⋄ constructed from 𝑆1, . . . , 𝑆 𝑗 , we have

|𝑆⋄ | ≤ ∑𝑙
𝑗=1 |𝑆 𝑗 | ≤ |𝑆∗ | (1−min{𝜖, 𝜖 ′}) ln𝑁 . Combining the results

fromCase 1 andCase 2, we prove that Alg can be used to provide a
𝑐 ln𝑁 approximation for minimum set cover for some 𝑐 < 1, which

leads to a contradiction. □
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