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ABSTRACT
When collecting information, local differential privacy (LDP) alle-
viates privacy concerns of users because their private information
is randomized before being sent it to the central aggregator. LDP
imposes large amount of noise as each user executes the randomiza-
tion independently. To address this issue, recent work introduced
an intermediate server with the assumption that this intermediate
server does not collude with the aggregator. Under this assump-
tion, less noise can be added to achieve the same privacy guarantee
as LDP, thus improving utility for the data collection task.

This paper investigates this multiple-party setting of LDP. We
analyze the system model and identify potential adversaries. We
then make two improvements: a new algorithm that achieves a bet-
ter privacy-utility tradeoff; and a novel protocol that provides better
protection against various attacks. Finally, we perform experiments
to compare different methods and demonstrate the benefits of using
our proposed method.
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1. INTRODUCTION
To protect data privacy in the context of data publishing, differ-

ential privacy (DP) [26] is proposed and widely accepted as the
standard of formal privacy guarantee. DP mechanisms allow a
server to collect users’ data, add noise to the aggregated result, and
publish the result. More recently, local differential privacy (LDP)
has been proposed [25]. LDP differs from DP in that random noise
is added by each user before the data is sent to the central server.
Thus, users do not need to trust the server. This desirable feature
of LDP has led to wider deployment by industry [31, 1, 23, 53].
Meanwhile, DP is still deployed in settings where the centralized
server can be trusted (e.g., the US Census Bureau deployed DP for
the 2020 census [4]). However, removing the trusted central party
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comes at the cost of utility. Since every user adds some indepen-
dently generated noise, the effect of noise adds up when aggregat-
ing the result. As a result, while noise of scale (standard deviation)
Θ(1) suffices for DP, LDP has noise of scale Θ(

√
n) on the aggre-

gated result (n is the number of users). This gap is fundamental
for eliminating the trust in the centralized server, and cannot be
removed by algorithmic improvements [18].

Recently, researchers introduced settings where one can achieve
a middle ground between DP and LDP, in terms of both privacy and
utility. This is achieved by introducing an additional party [19, 30,
9, 20]. The setting is called the shuffler model. In this model, each
user adds LDP noise to data, encrypt it, and then send it to the new
party called the shuffler. The shuffler permutes the users’ reported
data, and then sends them to the server. Finally the server decrypts
the reports and obtains the result. In this process, the shuffler only
knows which report comes from which user, but does not know
the content. On the other hand, the server cannot link a user to a
report because the reports are shuffled. The role of the shuffler is
to break the linkage between the users and the reports. Intuitively,
this anonymity can provide some privacy benefit. Therefore, users
can add less noise while achieving the same level of privacy.

In this paper, we study this new model from two perspectives.
First, we examine from the algorithmic aspect, and make improve-
ment to existing techniques. More specifically, in [9], it is shown
the essence of the privacy benefit comes from a “noise” whose dis-
tribution is independent of the input value, also called privacy blan-
ket. While existing work leverages this, it only works well when
each user’s value is drawn from a small domain. To obtain a simi-
lar privacy benefit when the domain is large, we propose to use the
local hashing idea (also considered in the LDP setting [12, 52, 11,
5]). That is, each user selects a random hash function, and uses
LDP to report the hashed result, together with the selected hash
function. By analyzing the utility and optimizing the parameters
with respect to the utility metric (mean squared error), we present
an algorithm that achieves accuracy orders of magnitude better than
existing method. We call it Shuffler-Optimal Local Hash (SOLH).

We then work from the security aspect of the model. We re-
view the system setting of this model and identify two types of
attack that were overlooked: collusion attack and data-poisoning
attack. Specifically, as there are more parties involved, there might
exist collusions. While existing work assumes non-collusion, we
explicitly consider the consequences of collusions among different
parties and propose a protocol Private Encrypted Oblivious Shuf-
fle (PEOS) that is safer under these colluding scenarios. The other
attack considers the setting where the additional party introduces
calibrated noise to bias the result or break the privacy protection.
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To overcome this, our protocol PEOS takes advantage of crypto-
graphic tools to prevent the shufflers from adding arbitrary noise.

To summarize, we provide a systematic analysis of the shuffler-
based DP model. Our main contributions are:
• We improve the utility of the model and propose SOLH.
• We design a protocol PEOS that provides better trust guarantees.
• We provide implementation details and measure utility and ex-
ecution performance of PEOS on real datasets. Results from our
evaluation are encouraging.

2. BACKGROUND
We assume each user possesses a value v from a finite, discrete

domain D , and the goal is to estimate frequency of v ∈ D .

2.1 Differential Privacy
Differential privacy is a rigorous notion about individual’s pri-

vacy in the setting where there is a trusted data curator, who gathers
data from individual users, processes the data in a way that satis-
fies DP, and then publishes the results. Intuitively, the DP notion
requires that any single element in a dataset has only a limited im-
pact on the output.

DEFINITION 1 (DIFFERENTIAL PRIVACY). An algorithm A
satisfies (ε, δ)-DP, where ε, δ ≥ 0, if and only if for any neighbor-
ing datasets D and D′, any set R of possible outputs of A,

Pr [A(D) ∈ R] ≤ eε Pr
[
A(D′) ∈ R

]
+ δ

Denote a dataset as D = 〈v1, v2, . . . , vn〉, where each vi is from
some domain D . Two datasets D = 〈v1, v2, . . . , vn〉 and D′ =
〈v′1, v′2, . . . , v′n〉 are said to be neighbors, or D ' D′, iff there
exists at most one i ∈ [n] = {1, . . . , n} such that vi 6= v′i, and
vj = v′j for any other j 6= i. When δ = 0, we simplify the notation
and call (ε, 0)-DP as ε-DP.

2.2 Local Differential Privacy
Compared to the centralized setting, the local version of DP of-

fers a stronger level of protection, because each user only reports
the noisy data rather than the true data. Each user’s privacy is still
protected even if the server is malicious.

DEFINITION 2 (LOCAL DIFFERENTIAL PRIVACY). An algo-
rithm A(·) satisfies (ε, δ)-local differential privacy ((ε, δ)-LDP),
where ε, δ ≥ 0, if and only if for any pair of input values v, v′ ∈ D ,
and any set R of possible outputs of A, we have

Pr [A(v) ∈ R] ≤ eε Pr
[
A(v′) ∈ R

]
+ δ

Typically, δ = 0 in LDP (thus ε-LDP). We review the LDP
mechanisms that will be used in the paper.

Generalized Randomized Response. The basic mechanism in
LDP is called randomized response [57]. It was introduced for the
binary case (i.e., D = {0, 1}), but can be easily generalized. Here
we describe the generalized version of random response (GRR).

In GRR, each user with private value v ∈ D sends GRR(v) to
the server, where GRR(v) outputs the true value v with probability
p, and a randomly chosen v′ ∈ D where v′ 6= v with probability
1− p. Denote the size of the domain as d = |D |, we have

∀y∈D Pr [GRR(v) = y] =

{
p = eε

eε+d−1
, if y = v

q = 1
eε+d−1

, if y 6= v
(1)

This satisfies ε-LDP since p
q

= eε. To estimate the frequency of f̃v
for v ∈ D , one counts how many times v is reported, denoted by∑
i∈[n] 1{yi=v}, and then computes

f̃v =
1

n

∑
i∈[n]

1{yi=v} − q
p− q (2)

where 1{yi=v} is the indicator function that tells whether the report
of the i-th user yi equals v, and n is the total number of users.

Local Hashing. When d is large, the p value in Equation (1) be-
comes small, making the result inaccurate. To overcome this is-
sue, the local hashing idea [12] lets each user map v to one bit,
and then use GRR to perturb it. More formally, each user reports
〈H,GRR(H(v))〉 to the server, where H is the mapping (hashing)
function randomly chosen from a universal hash family. In this
protocol, both the hashing step and the randomization step result in
information loss. Later, Wang et al. [52] realized H does not nec-
essarily hashes v to one bit. In fact, the output domain size d′ of H
is a tradeoff. The optimal d′ is eε + 1. The method is called Op-
timized Local Hash (OLH), and it is frequently used in LDP tasks
(e.g., [54, 56, 58, 59]).

Similar to GRR, the result of OLH needs to be calibrated. Let
〈Hi, yi〉 be the report from the i’th user. For each value v ∈ D ,
to compute its frequency, one first computes

∑
i∈[n] 1{Hi(v)=yi}

= |{i | Hi(v) = yi}|, and then computes

f̃v =
1

n

∑
i∈[n]

1{Hi(v)=yi} − 1/d′

p− 1/d′
(3)

2.3 Cryptographic Primitives
We briefly review the cryptographic primitives that will be used.

Additive Homomorphic Encryption. In Additive Homomorphic
Encryption (AHE) [45], one can apply an algebraic operation (de-
noted by ⊕, e.g., multiplication) to two ciphertexts c1, c2, and
get the ciphertext of the addition of the corresponding plaintexts.
More formally, there are two functions, encrypt function Enc and
decrypt function Dec. Given two ciphertexts c1 = Enc(v1) and
c2 = Enc(v2), we have c1 ⊕ c2 = Enc(v1 + v2).

Additive Secret Sharing. In this technique, a user splits a secret
value v ∈ {0, . . . , d− 1} into r > 1 shares 〈si〉i∈[r], where r − 1
of them are randomly selected, and the last one is computed so that∑
i si mod d = v. The shares are then sent to r parties, so that

each party only sees a random value, and v cannot be recovered
unless all the r parties collaborate.

Oblivious Shuffle. In order to prevent the shuffler from knowing
the mapping between the input and the output, multiple shufflers
are introduced. A natural method is to connect the shufflers sequen-
tially; and each shuffler applies a random shuffle. Another way of
achieving oblivious shuffle is the resharing-based shuffle [16, 39]
which utilizes secret sharing. Suppose there are r shufflers. The
users send their values to the shufflers using secret sharing. Define
t = br/2c+1 as the number of “hiders”, and r−t as the number of
“seekers”. The resharing-based oblivious shuffle [39] proceeds like
a “hide and seek” game. In particular, the protocol runs in

(
r
t

)
iter-

ations (because there are
(
r
t

)
ways to partition shufflers into hiders

and seekers). For each iteration, the seekers each secretly shares its
local value (a vector of shares) to the t hiders, respectively. Then
the hiders accumulate the shares and shuffle their vectors using an
agreed permutation (only the t hiders know the permutation order).
The shuffled vectors are then distributed to all of the r auxiliary
servers (each of the t hiders secret shares its local value to r − t
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seekers). After
(
r
t

)
rounds, none of the colluding r − t auxiliary

servers know about the final permutation order.

3. PROBLEM DEFINITION & EXISTING
TECHNIQUES

3.1 Problem Definition
Throughout the paper, we focus on the problem of histogram

estimation, which is typically used for solving other problems in
the LDP setting. We assume there are n users; each user i possesses
a value vi from a discret domain D . The frequency of value v ∈ D
is represented by fv = 1

n

∑
i∈[n] 1{vi=v}. The server’s goal is to

estimate the frequency for each v, denoted by f̃v . We consider the
shuffler model, which is the middle ground between DP and LDP.
In particular, an auxiliary server called the shuffler is introduced.
Users need to trust that the auxiliary server does not collude with
the server. Our goal is to improve the shuffler model in terms of
(1) accuracy of estimating f̃v , and (2) security of the model itself.
Given a fixed privacy guarantee, we use the mean squared error of
the estimation, i.e., 1

|D|
∑
v∈D(fv − f̃v)2, as the metric.

3.2 Privacy Amplification via Shuffling
The shuffling idea was originally proposed in Prochlo [15]. In

the setting of Prochlo, a shuffler is inserted between the users and
the server to break the linkage between the report and the user
identification. The privacy benefit was investigated in [19, 30, 9].
It is proven that when each user reports the private value using
GRR with εl-LDP, applying shuffling ensures centralized (εc, δ)-
DP, where εc < εl. Table 1 gives a summary of these results.
Among them, [9] provides the strongest result in the sense that the
εc is the smallest, and the proof technique can be applied to other
LDP protocols.

Table 1: Privacy amplification results. Each row corresponds
to a method. The amplified εc only differs in constants. The cir-
cumstances under which the method can be used are different.

Method Condition εc

[30] εl < 1/2

√
144 ln(1/δ) · ε

2
l
n

[19]
√

192
n

ln(4/δ) < εc < 1, binary
√

32 ln(4/δ) · eεl+1
n

[9]
√

14 ln(2/δ)d
n−1

< εc ≤ 1
√

14 ln(2/δ) · eεl+d−1
(n−1)

Privacy Blanket. The technique used in [9] is called blanket de-
composition. The idea is to decompose the probability distribution
of an LDP report into two distributions, one dependent on the true
value and the other independently random; and this independent
distribution forms a “privacy blanket”. In particular, the output dis-
tribution of GRR given in Equation (1) is decomposed into

∀y∈D Pr [GRR(v) = y] = (1− γ)Pr [y | v] + γ Pr [Uni(D) = y]

where Pr [y | v] is the distribution that depends on v, and Uni(D)
is uniformly random with Pr [Uni(D) = y] = 1/d. With proba-
bility 1 − γ, the output is dependent on the true input; and with
probability γ, the output is random. Given n users, the n − 1 (ex-
cept the victim’s) such random variables can be seen as containing
some uniform noise (i.e., the γ Pr [Uni(D) = y] part). For each
value v ∈ D , the noise follows Bin(n − 1, γ/d). Intuitively, this
noise makes the output uncertain. The following theorem, which is
derived from Theorem 3.1 of [9], formalizes this fact.

THEOREM 1 (BINOMIAL MECHANISM). By adding noise
from Bin(n, p) to each component of the histogram independently,
the Binomial mechanism satisfies (εc, δ)-DP where

εc =

√
14 ln(2/δ)

np

In Theorem 1, the larger γ is, the better the privacy. Given GRR,
we can maximize γ by setting Pr [y | v] = 1{v=y}, which gives
γ = d

eεl+d−1
. The binomial noise Bin(n − 1, 1

eεl+d−1
) thus

provides (
√

14 ln(2/δ) · eεl+d−1
(n−1)

, δ)-DP [9]. One limitation of [9]
is that as GRR is used, the accuracy degrades with domain size d.

4. IMPROVING UTILITY OF THE SHUF-
FLER MODEL

This section focuses on improving utility of the shuffler model.

4.1 Unary Encoding for Shuffling
We first revisit the unary-encoding-based methods, also known

as basic RAPPOR [31], and show that this method gives better
utility when d is large. However, its communication is linear in d.
In particular, in unary-encoding, the value v is transformed into a
vector B of size d, where B[v] = 1 and the other locations of B
are zeros (note that this requires values of the domain D be indexed
from 1 to d). Then each bit b of B is perturbed to 1 − b indepen-
dently. To satisfy LDP, the perturbation probability is set to 1

eε/2+1
.

Note that we use ε/2 because for any two values v and v′, their cor-
responding unary encodings differ by two bits. We can apply the
privacy blanket argument and prove that an εl-LDP unary-encoding
method satisfies (εc, δ)-DP after shuffling.

THEOREM 2. Given an εl-LDP unary-encoding method, after
shuffling, the protocol is (εc, δ)-DP, where

εc = 2

√
14 ln(4/δ) · e

εl/2 + 1

n− 1

PROOF. For any two neighboring datasetsD ' D′, w.l.o.g., we
assume they differ in the n-th value, and vn = 1 in D, vn = 2
in D′. As each bit is perturbed independently, we can ignore other
bits and focus on location 1 and 2. For each location, there are n−1
users, each reporting a bit with probability

∀y∈{0,1} Pr [B[j]→ y] = (1− γ)1{B[j]=y} + γ Pr [Uni(2) = y]

where we slight abuse the notation and use Uni(2) for Uni({0, 1}).
Given the perturbation probability Pr [1→ 0] = Pr [0→ 1] =

1

eεl/2+1
= γ/2, we can calculate that γ = 2

eεl/2+1
. After shuf-

fling, the histogram of n − 1 (except the victim’s) such random
variables follows Bin(n − 1, γ/2). As there are two locations, by

Theorem 1, we have εc = 2
√

14 ln(4/δ) · eεl/2+1
n−1

.

4.2 Local Hashing for Shuffling
While sending B when d is large is fine for each user; with n

users, receiving B’s from the server side is less tolerable as it in-
curs O(d · n) bandwidth. To reduce the communication cost, we
propose a hashing-based method. Its utility is worse than the unary-
encoding based method (from the experiment, its MSE is at most
twice as that for unary-encoding); but the overall communication
bandwidth is smaller. In what follows, we prove the hashing-based
method is private in the shuffler model.

We remind the readers that in local hashing, each user reports H
and y = GRR(H(v)). The hash function H is chosen randomly
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from a universal hash family and hashes v from a domain of size
d into another domain of size d′ ≤ d; and GRR will report H(v)

with probability eεl

eεl+d′−1
, and any other value (from the domain

of size d′) with probability 1
eεl+d′−1

(Equation (1)). Here, whether
user i reports truthfully or randomly are two random events, whose
probabilities are denoted by Pr [Trui] and Pr [Rndi], respectively.
More specifically, the user flips a coin with P (heads) = (eεl −
1)/(eεl + d′ − 1). If it lands heads, the user reports H(v) and we
call this event Trui. If it lands tails, the user picks a value uniformly
at random from 0 . . . d′ − 1. We call this event Rndi. We call this
method SOLH, which stands for Shuffler-Optimal Local Hash.

THEOREM 3. Given the εl-LDP SOLH method, after shuffling,
the protocol is (εc, δ)-DP, where

εc =

√
14 ln(2/δ)(eεl + d′ − 1)

n− 1

PROOF. Denote A as the algorithm of SOLH in the shuffler
model. Let [〈Hi, yi〉]i∈[n] be the outputs of all users before shuf-
fling, and let [〈Ĥj , ŷj〉]j∈[n] be the output of A(D). W.l.o.g., we
assumeD andD′ differ in the n-th value, i.e., vn 6= v′n. We denote
R as the output from A(D). To prove A is (εc, δ)-DP, it suffices
to show

PrR∼A(D)

[
Pr [A(D) = R]

Pr [A(D′) = R]
≥ eεc

]
≤ δ

where the randomness is on coin tosses of all users’ LDP mech-
anism and the shuffler’s random shuffle. We first upper bound
Pr[A(D)=R]
Pr[A(D′)=R]

by assuming user n also report truthfully. That is (we
shorten the notation and use Pr [X(D)] to denote Pr [A(D) = R]),

Pr [X(D)]

Pr [X(D′)]

=
Pr [X(D) | Trun] · Pr [Trun] + Pr [X(D) | Rndn] · Pr [Rndn]

Pr [X(D′) | Trun] · Pr [Trun] + Pr [X(D′) | Rndn] · Pr [Rndn]

=
Pr [Pr [X(D)] | Trun] · Pr [Trun] + c

Pr [X(D′) | Trun] · Pr [Trun] + c
≤ Pr [Pr [X(D)] | Trun]

Pr [X(D′) | Trun]

where c = Pr [X(D) | Rndn] · Pr [Rndn] = Pr [X(D′) | Rndn] ·
Pr [Rndn] is a constant. Thus we assume user n reports truthfully,
and omit the conditional part for simplicity. The rest of the proof
proceeds in 5 steps:
• Step 1 (expand the probability expression):

Denote T as indices of the first n− 1 users who report truthfully
(i.e., with probability 1 − γ = eεl−1

eεl+d′−1
), and let RT denote their

chosen hash functions and hashed results (RT = [〈Hi, yi〉]i∈T ).
We examine the conditional probability Pr [A(D) = R | (T,RT )]:

Pr [A(D) = R | (T,RT )]

=
∑
π

Pr [π]Pr [A(D) = R | (T,RT , π)]

=
∑
π

Pr [π]


∏
i∈T

Pr
[
Hπ(i)

]
1{Hπ(i)=Ĥi∧yπ(i)=ŷi}︸ ︷︷ ︸

reports from users in T

· (4)

∏
i∈[n−1]\T

Pr
[
Hπ(i)

] 1

d′︸ ︷︷ ︸
reports from users in [n− 1] \ T

·Pr
[
Hπ(n)

]
1{Hπ(n)(vn)=yπ(n)}︸ ︷︷ ︸

report from user n


Pr [π] denotes the probability a specific random permutation is cho-

sen (Pr [π] = 1/n!), Pr
[
Hπ(i)

]
(short for Pr

[
Ĥi = Hπ(i)

]
) is the

probability user i chooses hash function Hπ(i) (assuming there are
h possible hash functions, Pr

[
Hπ(i)

]
= 1/h), and the summation

is over all permutation π. Users are divided into three groups. For
i ∈ T , we know fromRT that his/her report is 〈Ĥi, ŷi〉, and it must
match 〈Hπ(i), yπ(i)〉 (otherwise Pr [A(D) = R | (T,RT , π)] =
0). We use the indicator function to denote this. Here as the user
reports truthfully, ŷi = Ĥi(vi), and 1{Hπ(i)=Ĥi∧yπ(i)=ŷi} =

1{Hπ(i)=Ĥi∧Hπ(i)(vi)=yπ(i)}. For user n and users who report
randomly, their probabilities can also be analyzed similarly.
• Step 2 (convert probabilities to counts):

Denote P = {π | ∀i ∈ T,Hπ(i) = Ĥi ∧ yπ(i) = ŷi}. Here
P is the set of all possible permutations that make the i ∈ T part
of Equation (4) non-zero (i.e., all the indicator functions for i ∈ T
equal 1). Assuming the reports in R are distinct (i.e., @i, j ∈ [n]
s.t. Hi = Hj ∧ yi = yj), such permutations must map i ∈ T to
π(i) s.t. Hπ(i) = Ĥi and yπ(i) = ŷi. P can be partitioned into
n − |T | equal-sized subsets each with π(n) = i. That is, for each
i ∈ [n] \ T , define Pi = {π | π ∈ P ∧ π(n) = i}. Each Pi is of
size 1{Ĥi(vn)=ŷi} · (n− 1− |T |)! because Pi left the mapping of

[n− 1] \ T unspecified (and any random permutation is possible).
We now have:

Pr [A(D) = R | (T,RT )]

Pr [A(D′) = R | (T,RT )]
=
c1
∑
π∈P 1{Hπ(n)(vn)=yπ(n)}

c1
∑
π∈P 1{Hπ(n)(v

′
n)=yπ(n)}

=

∑
i∈[n]\T

∑
π∈Pi 1{Ĥi(v′n)=ŷi}∑

i∈[n]\T
∑
π∈Pi 1{Ĥi(v′n)=ŷi}

=

∑
i∈[n]\T 1{Ĥi(vn)=ŷi}∑
i∈[n]\T 1{Ĥi(v′n)=ŷi}

(5)

where c1 = Pr [π] (
∏
i∈[n] Pr

[
Hπ(i)

]
)(
∏
i∈[n−1]\T

1
d′ ) is a con-

stant that does not depend on vn or v′n. Note that we previously
assumed the reports inR are unique. If there are duplicated reports,
P could be larger, but the ratio stays the same. To see this, define
R−T = [〈Ĥi, ŷi〉]i∈[n]\T as reports from [n]\T . We model a valid
permutation in P as a two-step process: for any report from user
i ∈ [n]\T , suppose there are ai ≥ 0 reports inRT that is the same
(both the hash function and the hash result are same) as user i’s
report, and bi ≥ 1 duplicated reports in R−T . We first choose ai
from ai + bi reports and “put” them to RT ; then we permute RT
(there are c ≥ 1 valid permutations within RT ) and R−T (there
are
∑
i∈[n]\T 1{Ĥi(vn)=ŷi} · (n − 1 − |T |)! valid permutations

in R−T ). It can be verified that this modeling covers exactly all
permutations in P . Now for each i ∈ [n] \ T : If ai = 0, there
are xi = 1{Ĥi(vn)=ŷi} ·

∏
i∈[n]\T

(
ai+bi
ai

)
· c · (n − 1 − |T |)!

possible permutations in P , where
∏
i∈[n]\T

(
ai+bi
ai

)
denotes the

number of possible choices for the duplicated reports. If ai > 0,
denote yi = xi/

(
ai+bi
ai

)
. We consider all these ai+bi duplicate re-

ports together. Index n can be mapped to match any of the ai + bi
duplicated reports. For each report, there are

(
ai+bi−1

ai

)
choices

(because the permutation will first choose ai reports and put them
into RT , and the current report which n is mapped to cannot be
put to RT ; thus we choose ai from the remaining ai + bi − 1 re-
ports to put to RT ). Overall, we have yi · (ai + bi) ·

(
ai+bi−1

ai

)
=

yi ·bi ·
(
ai+bi
ai

)
= xi ·bi valid permutations, which equals to the case

when we sum all the bi values each with xi permutations. There-
fore, there are xi = 1{Ĥi(vn)=ŷi} · c

′ valid permutations for each

i ∈ [n] \ T . Summarizing all xi’s gives us Equation (5).
• Step 3 (model the counts with Binomial RVs):

So far, we have proved that, fixing R, T and RT , the ratio only
depends on the numbers of reports that are random and matches vn
and v′n, respectively. The high level idea is to show that knowing
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T and RT fixes the permutation on values from T ; and any valid
permutation only shuffles values from [n] \ T (informally, this can
be thought of as the server removes reports from T ). Now define

NR,T,RT =
∑

i∈[n]\T

(
1{Ĥi(vn)=ŷi}

)
and N ′R,T,RT =

∑
i∈[n]\T

(
1{Ĥi(v′n)=ŷi}

)
,

we want to prove

Pr(R,T,RT )∼A(D)

[
Pr [A(D) = R | (T,RT )]

Pr [A(D′) = R | (T,RT )]
≥ eεc

]
(omit the (R, T,RT ) ∼ A(D) part to simplify notations)

=Pr

[
NR,T,RT
N ′R,T,RT

≥ eεc
]

≤1− Pr
[
NR,T,RT ≤ θe

εc/2 ∧N ′R,T,RT ≥ θe
−εc/2

]
≤Pr

[
NR,T,RT ≥ θe

εc/2
]

+ Pr
[
N ′R,T,RT ≤ θe

−εc/2
]

where θ is some constant. For (R, T,RT ) generated from a ran-
dom run of A(D), we can show NR,T,RT and N ′R,T,RT follow
Binomial distributions. In particular, as we assumed user n always
report truth, there must beHn(vn) = yn; the remaining n−1 users
will first decide whether to report truthfully (i.e., with probability
(eεl − 1)/(eεl + d′− 1)), and if user i’s report 〈Hi, yi〉 is random,
we have Pr [Hi(vn) = yi] = 1/d′. Each user’s reporting process
are thus modeled as two Bernoulli processes. As a result, NR,T,RT
follows the Binomial distribution Bin(n−1, 1/(eεl +d′−1)) plus
a constant 1. Similarly,N ′R,T,RT ∼ Bin(n−1, 1/(eεl +d′−1))+
1{Hn(v′n)=yn} ≥ Bin(n− 1, 1/(eεl + d′ − 1)).
• Step 4 (bound the ratio of Binomials with Chernoff bounds):

Following the later part of the proof of Theorem 3.1 from [9]:
set θ = n−1

eεl+d′−1
= E

[
N ′R,T,RT

]
= 14 log(2/δ)

ε2
,

Pr
[
NR,T,RT ≥ θe

εc/2
]

+ Pr
[
N ′R,T,RT ≤ θe

−εc/2
]

=Pr
[
N ′R,T,RT ≥ θe

εc/2 − 1
]

+ Pr
[
N ′R,T,RT ≤ θe

−εc/2
]

≤Pr
[
N ′R,T,RT − E

[
N ′R,T,RT

]
≥ θ(eε/2 − 1− 1/θ)

]
+Pr

[
N ′R,T,RT − E

[
N ′R,T,RT

]
≤ θ(e−ε/2 − 1)

]
≤exp(−θ(eε/2 − 1− 1/θ)2/3) + exp(−θ(1− e−ε/2)2/2)

Assuming ε ≤ 1, both of them are less than or equal to δ/2: For the
first term, θ ≥ 27

ε
implies eε/2 − 1− 1/θ ≥ 25

54
ε and 14 ≥ 3·542

252
.

For the second term, 1− eε/2 ≥ (1− e1/2)ε ≥ ε/
√

7.
• Step 5 (put things together):

We have bound the conditional probability ratio. It also implies
a bound on joint probability ratio, because Pr[A(D)=R|(T,RT )]

Pr[A(D′)=R|(T,RT )]
=

Pr[A(D)=R∧(T,RT )]Pr[T,RT ]
Pr[A(D′)=R∧(T,RT )]Pr[T,RT ]

= Pr[A(D)=R∧(T,RT )]
Pr[A(D′)=R∧(T,RT )]

. For any R,

we say (T,RT ) is “good” if eεc ≥ Pr[A(D)=R∧(T,RT )]
Pr[A(D′)=R∧(T,RT )]

and “bad”
otherwise. Consider any possible set S of output, we finally prove

Pr [A(D) ∈ S] =
∑

(T,RT )

∑
R∈S

Pr [A(D) = R ∧ (T,RT )]

=
∑

(T,RT ) is good

∑
R∈S

Pr [A(D) = R ∧ (T,RT )]

+
∑

(T,RT ) is bad

∑
R∈S

Pr [A(D) = R ∧ (T,RT )]

≤
∑

(T,RT ) is good

∑
R∈S

eεPr
[
A(D′) = R ∧ (T,RT )

]
+

∑
(T,RT ) is bad

∑
R

Pr [A(D) = R ∧ (T,RT )]

≤
∑

(T,RT )

∑
R∈S

eεPr
[
A(D′) = R ∧ (T,RT )

]
+ δ

=eεPr
[
A(D′) ∈ S

]
+ δ

4.3 Utility Analysis
Now we analyze the utility of different methods. We utilize

the framework of Theorem 2 from [52] to analyze the accuracy
of estimating the frequency of each value in the domain (i.e., Equa-
tions (2) and (3)). In particular, we measure the expected squared
error of the estimation f̃v , which equals variance, i.e.,∑

v∈D

E
[

(f̃v − fv)2
]

=
∑
v∈D

Var
[
f̃v
]

Fixing the local εl, the variances are already summarized in [52].
We first restate results from [52], and then extends it to the shuffler
setting.

LEMMA 4. Given the domain size d and the LDP parameter εl,
the variance of GRR is eεl+d−2

n(eεl−1)2
.

LEMMA 5. Given the hashing domain size d′ and the LDP pa-
rameter εl, the variance of local hash is (eεl+d′−1)2

n(eεl−1)2(d′−1)
.

Utility of Generalized Randomize Response. We first prove the
variance of GRR.

PROPOSITION 6. Given εc in the shuffler model, the variance

of using GRR is bounded by
ε2c(n−1)

14 ln(2/δ)
−1

n

(
ε2c(n−1)

14 ln(2/δ)
−d

)2 .

PROOF. From [9], we have eεl + d − 1 =
ε2c(n−1)

14 ln(2/δ)
. Plugging

it to Lemma 4 the variance is
ε2c(n−1)

14 ln(2/δ)
−1

n

(
ε2c(n−1)

14 ln(2/δ)
−d

)2 .

Utility of Unary Encoding (RAPPOR). Similarly, we can prove
the variance of unary encoding.

PROPOSITION 7. Given εc in the shuffler model, the variance

of using unary encoding (RAPPOR) is bounded by
ε2c(n−1)

56 ln(4/δ)
−1

n

(
ε2c(n−1)

56 ln(4/δ)
−2

)2 .

PROOF. For each value, the estimate is based on the number of
1’s in the corresponding location. Thus we can apply Lemma 4
with d = 2. From Theorem 2, we have eεl/2 + 1 =

ε2c(n−1)

56 ln(4/δ)
.

Thus the variance becomes
ε2c(n−1)

56 ln(4/δ)
−1

n

(
ε2c(n−1)

56 ln(4/δ)
−2

)2 .

Utility of Local Hashing. Now we prove the variance of SOLH
and instantiate d′.
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PROPOSITION 8. Given εc in the shuffler model, the variance

of using SOLH is bounded by

(
ε2c(n−1)

14 ln(2/δ)

)2

n

(
ε2c(n−1)

14 ln(2/δ)
−d′

)2
(d′−1)

.

PROOF. From Theorem 3, we have eεl + d′ − 1 =
ε2c(n−1)

14 ln(2/δ)
.

Plugging in Lemma 5, the variance is

(
ε2c(n−1)

14 ln(2/δ)

)2

n

(
ε2c(n−1)

14 ln(2/δ)
−d′

)2
(d′−1)

.

Optimizing Local Hashing. Note that d′ is unspecified. We
can tune d′ to optimize variance given a fixed εc. Denote m as
ε2c(n−1)

14 ln(2/δ)
, our goal is to choose d′ that minimize this variance

m2

n(m−d′)2(d′−1)
. By making its partial derivative to 0, we can ob-

tain that when

d′ =
m+ 2

3
=

ε2c(n− 1)

42 ln(2/δ)
+

2

3
(6)

the variance is minimized. Note that d′ can only be an integer. In
the actual implementation, we choose d′ to be b(m+ 2)/3c.
Comparison of the Methods. We first observe that the variance
of GRR grows with d (as shown in Proposition 6). When d is large,
we should use unary encoding or local hashing. Between the two,
the variance of unary encoding is slightly better, however, its com-
munication cost is higher. Thus, between GRR and SOLH, we can
choose the one with better utility by comparing Proposition 6 and
Var(m, b(m+ 2)/3c).

4.4 Comparison with Parallel Work
Parallel to our work, [8, 34] also propose mechanisms to im-

prove utility in this model. Among them [8] gives better utility
which does not depend on |D |. Similar to our method, its proof
also utilizes Theorem 1. But the approach is different. In par-
ticular, [8] first transforms the data using one-hot encoding, then
independently increment values in each location with probability
p = 1 − 200

ε2cn
ln(4/δ). We call this method AUE for appended

unary encoding. As each location is essentially a Bernoulli bit, its
variance is p(1−p) = 200

ε2cn
ln(4/δ)

(
1− 200

ε2cn
ln(4/δ)

)
. Compared

with Lemma 8, this gives comparable results (differing by only a
constant). But this protocol itself is not LDP. Moreover, as one-hot
encoding is used, the communication cost for each user is linear in
|D |, which is even worse than GRR. We will empirically compare
with [8] in the experimental evaluation section.

More recently, [29] also proposed a similar method based on
unary encoding. We note that [29] operate on a novel removal
LDP notion. More specifically, previous (ours included) LDP and
shuffler-based LDP literature works with Definition 2, which en-
sures that for each user, if his/her value changes, the report dis-
tribution is similar. [29] introduces a novel removal LDP notion
inspired by the removal DP. In particular, removal DP states that
for any two datasets D and D−, where D− is obtained by remov-
ing any one record from D, the output distributions are similar.
Extending that idea to the local setting, removal LDP states that for
each user, whether his/her value is empty or not, the report distribu-
tion is similar. Given that, a unary-encoding-based method similar
to RAPPOR [31] is proposed. The method is similar to the method
we described in Section 4.1, except that privacy budget εl is not
divided by 2. Interestingly, any ε-Removal LDP algorithm is also a
2ε-Replacement LDP algorithm, because

Pr [A(v) ∈ R] ≤ eεPr [A(⊥) ∈ R] ≤ e2εPr
[
A(v′) ∈ R

]

Server

Auxiliary 

Server 1

User n

…

User 1

Auxiliary  

Server r

…

User n

Figure 1: Overview of parties and interactions. Users commu-
nicate with the auxiliary servers. The auxiliary servers pro-
cesses the users’ data, and communicate with the server.

where ⊥ is a special “empty” input introduced in Removal-LDP.
Thus, in our LDP setting, the two methods achieves the same utility.

5. SECURITY ANALYSIS
This section focuses on the analyzing the security implications

of the shuffler model. We identify different parties and potential
attacks. Then we propose countermeasures using secret sharing
and oblivious shuffle in next section.

5.1 Parties and Attackers
There are three types of parties in the shuffler model: users, the

server, and the auxiliary servers (shufflers). The auxiliary servers
do not exist in the traditional models of DP and LDP; and in DP,
the server may share result with some external parties. Figure 1
provides an overview of the system model.

The Attackers. From the point of view of a single user, other
parties, including the auxiliary server, the server, and other users,
could all be adversaries. We assume all parties have the same level
of background knowledge, i.e., all other users’ information except
the victim’s. This assumption essentially enables us to argue DP-
like guarantee for each party.

The prominent adversary is the server. Other parties can also be
adversaries but are not the focus because they have less informa-
tion. For example, in the shuffler-based approach, there is only one
auxiliary server. It knows nothing from the ciphertext.

Additional Threat of Collusion. We note that in the multi-party
setting, one needs to consider the consequences when different par-
ties collude. In general, there are many combinations of colluding
parties. And understanding these scenarios enables us to better an-
alyze and compare different approaches.

In particular, the server can collude with the auxiliary servers. If
all the auxiliary servers are compromised, the model is reduced to
that for LDP. Additionally, the server can also collude with other
users (except the victim), but in this case the model is still LDP.
On the other hand, if the server only colludes with other users, the
basic shuffler model degrades to LDP; but it seems we can add
more functionality to the shuffler to provide better guarantee. Other
combinations are possible but less severe. Specifically, there is no
benefit if the auxiliary servers collude with the users. We consider
collusions and highlight three important (sets of) adversaries:
• Adv: the server itself.
• Adva: the server with the auxiliary servers.
• Advu: the server colluding with other users.

5.2 Privacy Guarantees of Existing Methods
Having identified the potential adversaries and the proving tech-

nique, now we examine the shuffler-based DP. The key ideas are
(1) We model each attack’s view using an algorithm, such that we
can prove the DP guarantee. (2) We prove the DP guarantee for
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each party separately. Existing work focuses on Adv, but we ex-
amine the privacy guarantee also for Adva and Advu. This gives a
comprehensive understanding of the system’s privacy guarantee.

In particular, existing work showed that if each user executes an
εl-LDP protocol, the view of Adv is (εc, δ)-DP. If the users col-
lude with the server, the server’s view is composed of two parts:
the shuffled reports as in Adv, and all users’ reports except the vic-
tim’s. By subtracting each user’s reports from the shuffled result,
the server now knows the victim’s LDP report; thus the model falls
back to the LDP setting. Finally, if the shuffler colludes with the
server, the model also degrade to the LDP setting.

Note that we assume the cryptographic primitives are safe (i.e.,
the adversaries are computationally bounded and cannot learn any
information from the ciphertext) and there are no side channels
such as timing information. In some cases, the whole procedure
can be interactive, i.e., some part of the observation may depend on
what the party sends out. For this, one can utilize composition theo-
rems to prove the DP guarantee. Moreover, the parties are assumed
to follow the protocol in the privacy proofs. If the parties deviate
from the prescribed procedure, we examine the possible deviations
and their influences in the next subsection.

5.3 Robustness to Malicious Parties
There could be multiple reasons for each party to be malicious

to (1) interrupt the data collection process, (2) infer more sensitive
information from the users, and (3) degrade the utility (estimation
accuracy) of the server. In what follows, for each of the reasons,
we analyze the consequence and potential mitigation of different
parties. Note that the server will not deviate from the protocol as it
is the initiator, unless to infer more information of the users.

First, any party can try to interrupt the process; but it is easy to
mitigate. If a user blocks the protocol, his/her report can be ignored.
If the auxiliary server denies the service, the server can find another
auxiliary server and redo the protocol. Note that in this case, users
need to remember their report to avoid averaging attacks.

Second, it is possible that the auxiliary server deviates from the
protocol (e.g., by not shuffling LDP reports). In this case, the
auxiliary server does not have benefits except saving some com-
putational power. Thus we assume the auxiliary server will not
deviate in order to infer sensitive information. For the server, as it
only sees and evaluates the final reports, there is nothing the server
can do to obtain more information from the users.

Third, we note that any party can degrade the utility. Any party
other than the server has the incentive to do so. For example, when
the server is interested in learning the popularity of websites, dif-
ferent parties can deviate to promote some targeted website. This is
also called the data poisoning attack. To do this, the most straight-
forward way is to generate many fake users, and let them join the
data collection process. This kind of Sybil attack is hard to defend
against without some kind of authentication, which is orthogonal
to the focus of this paper. Another unavoidable attack is that users
can change their private values for reporting. We note that any abil-
ity beyond these is undesirable. In addition, the protocol should
restrict the impact of the auxiliary server on the result. Thus the
major concern is that the users or auxiliary servers disrupt utility.

5.4 Discussion and Key Observations
When Auxiliary Server Colludes: No Amplification. When the
server colludes with the auxiliary servers, the privacy guarantee
falls back to the original LDP model. When using the shuffler
model, we need to reduce the possibility of this collusion, e.g., by
introducing more auxiliary servers.

When Users Collude: Possibility Missed by Previous Litera-
ture. When proving privacy guarantees against the server, existing
work assumes the adversary has access to users’ sensitive values
but not the LDP output. While this is possible, we note that if an
adversary already obtains users’ sensitive values, it may also have
access to the users’ LDP reports. Such cases include the users (ex-
cept the victim) collude with the server; or the server is controlling
the users (except the victim). To handle this challenge, we propose
to have the auxiliary servers add noise (shown in the next section).

When Parties Deviates: Avoid Utility Disruption. The protocol
should be designed so that each individual user or auxiliary server
has limited impact on the estimation result.

6. DEFENDING AGAINST ATTACKS
We present a protocol that improves the security guarantee of

existing work. The goal is to simultaneously defend against three
threats: (1) the server colludes with the users; (2) the server col-
ludes with the auxiliary servers; (3) data poisoning from each party.

6.1 Fake Response from Auxiliary Servers
To defend against the threat when the server colludes with the

users, we propose to have the auxiliary servers inject noise. There
can be different ways to do this. Our approach utilizes uniform fake
reports. That is, the auxiliary servers draw nr reports uniformly
distributed in the range of the LDP protocol and report them. These
reports are indistinguishable from the n reports contributed from
users. On the server side, after obtaining the estimated frequency
f̃ (given by Equation (2) or (3)), the server recovers the frequency
for the original dataset by subtracting the expected noise, i.e.,

f ′v =
n+ nr
n

f̃v −
nr
n

1

d
(7)

where d is the domain size. Building on top of this, we present
efforts to defend against the other two threats, i.e., the server col-
luding with the auxiliary servers, and data poisoning attack.

6.1.1 First Attempt: Sequential Shuffle
To improve the trust model of the shuffler-based model, one idea

is to introduce a sequence of shufflers, so that as long as one shuf-
fler is trusted, the privacy guarantee remains. In this case, the task
of inserting nr fake reports can be divided equally among the r
auxiliary servers (shufflers). More specifically, the first shuffler re-
ceives the users’ LDP reports as input, and draws nu = nr/r fake
reports. It then shuffles all the reports and sends them to the second
shuffler, who draws another nu fake reports, shuffles all the reports,
and sends them to the next shuffler. This procedure proceeds until
the last shuffler sends the result to the server. Onion encryption is
used during the process; each party decrypts one layer of encryp-
tion, and the server obtains n+ nr reports.

However, this approach is vulnerable to poison attacks by the
shufflers. That is, the auxiliary servers can replace the users’ re-
ports with any report of their choice to change the final result, and
the fake reports each shuffler inserts can be chosen arbitrarily.

To mitigate the first threat, we can use an idea of spot-checking.
That is, the server can add dummy accounts before the system
setup, then it can check whether the reports from its accounts are
tampered. For the second threat, we find that it hard to handle.
Specifically, a dishonest auxiliary server may draw fake reports
from some skewed (instead of uniform) distribution in order to mis-
lead the analyzer and achieve a desired result; and there is no way
to self-prove the randomness he/she used is truly random.
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Figure 2: Overview of EOS with r = 3 shufflers and n = 3 values a, b, c. Each shuffler receives n shares; and one shuffler’s shares
are encrypted by additive homomorphic encryption. During hiding, one shuffler sends its shares to the other two shufflers, who then
shuffle the aggregated shares with an agreed permutation. To reshare, each of the shufflers splits its shares and send them to the
other shufflers.

6.1.2 Second Attempt: Oblivious Shuffle
To overcome the data poisoning attack, our approach is to con-

struct the fake reports using secret sharing, which ensures that as
long as one shuffler is honest, the inserted fake reports are uni-
formly random. To share an LDP report, we note that for both
GRR and SOLH, the domain of the report can be mapped to an
ordinal group {0, 1, . . . , x}, where each index represents one dif-
ferent LDP report. Thus the LDP reports can be treated as numbers
and shared with additive secret sharing.

In order to shuffle shares of secret, we utilize the oblivious shuf-
fle protocol described in Section 2.3. More specifically, the n users
each splits his/her LDP reports into r shares among the r shufflers.
Each of the shufflers then uniformly draws one share for each of
the nr fake reports. Thus the shufflers each has n+ nr shares. An
oblivious shuffle protocol is then executed among the shufflers to
shuffle the n + nr shares of reports. Finally the r shufflers send
their shares to the server, who combines the shares to obtain the
results. Note that the communication is assumed to be secure.

This solution suffers from a threat that, even without the server,
half of the shufflers can collude to recover the user reports. To
mitigate this concern, we design a new oblivious shuffle protocol
EOS that uses additive homomorphic encryption (AHE).

6.1.3 Proposal: Private Encrypted Oblivious Shuffle
To ensure that the shufflers cannot infer the users’ reported data,

a natural solution is to encrypt the shares using the server’s public
key. Moreover, the encryption needs to be additively homomorphic
in order to be compatible with the secret-sharing operations. In
what follows, we present a new protocol Encrypted Oblivious Shuf-
fle (EOS) that utilizes additive homomorphic encryption (AHE) in
oblivious shuffle. We then present our proposal Private Encrypted
Oblivious Shuffle (PEOS) that uses EOS for DP.

Encrypted Oblivious Shuffle. Encrypted Oblivious Shuffle (EOS)
works similarly to oblivious shuffle. One difference is that in each
round, one shuffler will possess the encrypted shares. The en-
crypted shares can be shuffled and randomized just like normal
shares except that they are then processed under AHE.

Denote the shuffler who possess encrypted shares as E. In each
round, E splits its encrypted vector of shares into t new vectors so
that t − 1 of them are plaintexts, and the remaining one is in the
ciphertext form (this can be done because of AHE). The t shares are
randomly sent to the t hiders. Only one hider receives the ciphertext
share and becomes the nextE. After the group shuffling, the newE
splits its vector of shares and sends them to r parties. An example
of EOS with r = 3 is demonstrated in Figure 2. EOS strengthens
oblivious shuffle in that even if the t shufflers collude, they cannot
figure out the users’ original reports, because one share is encrypted
under the server’s public key.

Note that the AHE scheme should support a plaintext space of
Z2` where ` is normally 32 or 64 in our case. This is because the
fake reports are sampled by shufflers as random `-bit shares. Note
that the range of the LDP report, denoted by z, is smaller than 2`;
thus each user should add a random number from {z, . . . , 2`−1} to
his/her report, otherwise the fakeness will be detected by the server.
Such an AHE scheme can be instantiated to be the full-decryption
variant of DGK [22] using Pohlig-Hellman algorithm [46].

COROLLARY 9. Encrypted oblivious shuffle, instantiated with
additive homomorphic encryption of plaintext space Z2` , is a se-
cure oblivious shuffle protocol in the semi-honest model.

Proof Sketch: The difference of EOS from oblivious shuffle is that
AHE is used for one hider’s computation in each round. As long as
AHE does not leak additional information, similar proof about the
final shuffling order can be derived from oblivious shuffle [39].

For AHE, note that although we use AHE for one hider’s com-
putation in each round, the computation is translated into modulo
2` in the plaintext space, which is exactly the same as normal se-
cret sharing computation. Therefore, AHE does not leak additional
information as long as the security assumption of the AHE holds
(hardness of integer factorization in the case of DGK).

Using EOS for Differential Privacy. Algorithm 1 describes the
full description of this protocol. There are three kinds of parties,
users, shufflers, and the server. They all agree to use some method
FO with the same parameter (e.g., ε, domain D , etc); the FO can
be either GRR or SOLH, depending on the utility, as described in
Section 4.3. The users split their LDP reports into r shares, en-
crypt only the r-th shares using AHE, and send them to the shuf-
flers. Each shuffler generate nr shares for fake reports; only the
r-th shuffler encrypts the shares with AHE. In this case, a mali-
cious shuffler can draw its shares from a biased distribution; but
those shares will then be “masked” by other honest shufflers’ ran-
dom shares and become uniformly random. By Corollary 9, the
users’ reports are protected from the shufflers; and the server can-
not learn the permutation unless he can corrupt more than half of
the auxiliary servers.

6.2 Privacy Analysis
In the EOS protocol, the server knows all the fake reports and

each user’s LDP report if it can corrupt more than br/2c of the
shufflers. And in this case, each user’s privacy is only protected by
εl-DP. On the other hand, as long as the server corrupt no more
than br/2c shufflers, the server cannot gain useful information.

In what follows, we assume the server cannot corrupt more than
br/2c shufflers and examine the privacy guarantee of PEOS. The
focus is on how the privacy guarantees change after the addition of
nr fake reports. With these injected reports, what the server can
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Algorithm 1 PEOS

User i: Value vi, server’s public key pk
1: Yi = FO(vi) . FO can be GRR or SOLH
2: Split Yi into r shares 〈Yi,j〉j∈[r]
3: for j ∈ [r − 1] do
4: Send Yi,j to auxiliary server j
5: Send ci,r ← Encpk(Yi,r) to auxiliary server r

Shuffler j ∈ [r − 1]: Shares 〈Yi,j〉i∈[n]
1: for k ∈ [nr] do . Generate shares of fake reports
2: Sample Y ′k,j uniformly from output space of FO
3: Participate in EOS with 〈Yi,j〉i∈[n] and 〈Y ′k,j〉k∈[nr ] and send

the shuffled result to the server

Shuffler r: Encrypted shares 〈ci,r〉i∈[n]
1: for k ∈ [nr] do . Encrypted shares of fake reports
2: Sample Y ′k,r uniformly from output space of FO
3: c′k,r ← Encpk(Y ′k,r)

4: Participate in EOS with 〈ci,r〉i∈[n] and 〈c′k,r〉k∈[nr ] and send
the shuffled result to the server

Server: Shares from auxiliary servers
1: Decrypt and aggregate the shares to recover Y
2: For any v ∈ D , estimate f ′v using Y and Equation (7)

observe is the reports from both users and the shufflers. If the users
collude, the server can subtract all other users’ contribution and the
privacy comes from the fake reports. The following corollaries give
the precise privacy guarantee:

COROLLARY 10. If SOLH is used and SOLH is εl-LDP, then
PEOS is εc-DP against the server; and if other users collude with
the server, the protocol is εs-DP, where

εs =

√
14 ln(2/δ) · d

′

nr
, εc =

√
14 ln(2/δ)/

(
n− 1

eεl + d′ − 1
+
nr
d′

)
(8)

PROOF. The proof is similar to the setting of with SOLH, but
with nr more random reports. More specifically, when other users
collude, privacy is provided by the nr reports that follow uniform
distribution over [d′]. Plugging the argument into Equation (5),
these can be viewed as a random variable that follows Binomial
distribution with Bin

(
nr,

1
d′

)
. The rest of the proof follows from

that for Theorem 3.
Similarly, for the privacy guarantee against the server, there are

n − 1 random reports from users, and nr reports from the auxil-
iary server. The effect of both can be viewed as one Binomial ran-
dom variable: Bin (n− 1, 1/(eεl + d′ − 1)) + Bin (nr, 1/d

′) =

Bin
(
n− 1 + nr,

(n−1)/(eεl+d′−1)+nr/d
′

n−1+nr

)
.

One can also use GRR in PEOS, and we have a similar theorem:

COROLLARY 11. When using GRR with εl-LDP, PEOS is εc-
DP against the server; and if other users collude with the server,
the protocol is εs-DP, where

εs =

√
14 ln(2/δ) · d

nr
, εc =

√
14 ln(2/δ)/

(
n− 1

eεl + d− 1
+
nr
d

)

The proof is similar to that for Corollary 10 and is thus omitted.

6.3 Utility Analysis
In Section 4.3, we analyze the accuracy performance of different

methods under the basic shuffling setting. In this section, we fur-
ther analyze the utility of these methods in PEOS. The difference
mainly comes from the fact that nr dummy reports are inserted, and
the server runs a further step (i.e., Equation (7)) to post-process the
results. In what follows, we first show that Equation (7) gives an
unbiased estimation; based on that, we then provide a general form
of estimation accuracy.

We first show f ′v is an unbiased estimation of fv , where fv =
1
n

∑
i∈[n] 1{vi=v}is the true frequency of value v.

LEMMA 12. The server’s estimation f ′v from Equation (7) is an
unbiased estimation of fv , i.e., E

[
f̃v
]

= fv .

PROOF.

E
[
f ′v
]

= E
[
n+ nr
n

f̃v −
nr
n

1

d

]
=
n+ nr
n

E
[
f̃v
]
− nr

n

1

d
(9)

Here f̃v is the estimated frequency of value v given the n + nr
reports; among them, n of them are from the true users, and nr are
from the randomly sampled values. For the n reports from users,
nfv of them have original value v; and for the nr reports, in expec-
tation, nr/d of them have original value v. Thus we have

E
[
f̃v
]

=
nfv + nr/d

n+ nr

Putting it back to Equation (9), we have E
[
f̃v
]

= fv .

Given that, we prove the expected squared error of f ′v:

Var
[
f ′v
]

= Var

[
n+ nr
n

f̃v −
nr
n

1

d

]
=

(n+ nr)
2

n2
Var

[
f̃v
]

Now plugging in the results of Var
[
f̃v
]

from Section 4.3 (note that
we replace n with n+ nr in the denominator as there are n+ nr
total reports), we obtain the specific variance of different methods
after inserting nr dummy reports.

One thing to note is that as the utility expression changes, the
optimal parameter d′ in SOLH becomes different as well. In par-
ticular, Corollary 10 gives both εs and εc. Given nr and δ, d′ is
determined given εs; but d′ can change given εc. In particular, we
can also derive the optimal value of d′ following the similar to the
analysis of Section 4.3 (after Proposition 8):

Given εc =

√
14 ln(2/δ)/

(
n−1

eεl+d′−1
+ nr

d′

)
, we have

eεl + d′ − 1 =
n− 1

14 ln(2/δ)/ε2c − nr/d′

We denote it as m, and (to simplify the notations) use a to rep-
resent 14 ln(2/δ)/ε2c and b to represent n − 1. By the variance
derived above, we have Var = m2

(m−d)2(d−1)
n+nr
n2 . Note that this

formula is similar to the previous one in Section 4.3; but here m
also depends on d′. Thus we need to further simplify Var:

Var =
(n+ nr)

(
b

a−nr/d′

)2
n2
(

b
a−nr/d′ − d

)2
(d′ − 1)

=
(n+ nr)b

2

n2 (b− (a− nr/d)d′)2 (d′ − 1)
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=
(n+ nr)b

2

n2a2 (d′ − (b+ nr)/a)2 (d′ − 1)

To minimize Var, we want to maximize (d′ − (b+ nr)/a)
2

(d′ −
1). By making its partial derivative to 0, we can obtain that when

d′ =
(b+ nr)/a+ 2

3
=
ε2c(n− 1− nr)

42 ln(2/δ)
+

2

3

the variance is minimized. Comparing to Equation (6), introducing
nr will reduce the optimal d′. We use the integer component of d′

in the actual implementation.

6.4 Discussion and Guideline
PEOS strengthens the security aspect of the shuffler model from

three perspectives: First, it provides better privacy guarantee when
users collude with the server, which is a common assumption made
in DP. Second, it makes it more difficult for the server to collude
with the shufflers. Third, it limits the ability of data poisoning of
the shufflers. We discuss criteria for initiating PEOS.

Choosing Parameters. Given the desired privacy level ε1, ε2, ε3
against the three adversaries Adv,Advu,Adva, respectively. Also
given the domain size d, number of users n, and δ, we want to
configure PEOS so that it provides εc ≤ ε1, εs ≤ ε2, and εl ≤ ε3.

Local perturbation is necessary to satisfy ε3-DP against Adva.
To achieve ε2 when other users collude, noise from auxiliary servers
are also necessary. Given that, to satisfy εc ≤ ε1, if we have to add
more noise, we have two choices. That is, the natural way is to add
noisy reports from the auxiliary server, but we can also lower εl
at the same time. As we have the privacy and utility expressions,
we can numerically search the optimal configuration of nr and εl.
Finally, given εl, we can choose to use either GRR or SOLH by
comparing Theorem 3 and Proposition 6.

7. EVALUATION

7.1 Experimental Setup
Datasets. We run experiments on three real datasets.
• IPUMS [49]: The US Census data for the year 1940. We sample
1% of users, and use the city attribute (N/A are discarded). This
results in n = 602325 users and d = 915 cities.
• Kosarak [2]: A dataset of 1 million click streams on a Hungarian
website that contains around one million users with 42178 possible
values. For each stream, one item is randomly chosen.
• AOL [3]: The AOL dataset contains user queries on AOL website
during the first three months in 2006. We assume each user reports
one query (w.l.o.g., the first query), and limit them to be 6-byte
long. This results a dataset of around 0.5 million queries including
0.12 million unique ones. It is used in the succinct histogram case
study in Section 7.3.

Competitors. We compare the following methods:
• OLH: The local hashing method with the optimal d′ in LDP [52].
• Had: The Hadamard transform method used in [5]. It can be seen
as OLH with d′ = 2 (utility is worse than OLH); but compared to
OLH, its server-side evaluation is faster by a constant factor.
• SH: The shuffler-based method for histogram estimation [9].
• AUE: Method from [8]. It first transforms each user’s value
using one-hot encoding. Then the values (0 or 1) in each location
is incremented w/p p = 1− 200

ε2cn
ln(4/δ). Note that it is not an LDP

protocol, and its communication cost is O(d).
• RAP: The unary-encoding-based idea described in Section 4.1.
Its local side method is equivalent to RAPPOR [31]. Similar to
AUE, it has large communication cost.

• RAPR: Method from [29]. Similar to AUE and RAP, it trans-
forms each user’s value using one-hot encoding. The method works
in the removal setting of DP. When converting to the replacement
definition, it has the same utility as RAP.
• SOLH: The hashing-based idea introduced in Section 4.2.
• PEOS: We focus on the perspective of the computation and
communication complexity in Section 7.4.
• SS: As a baseline, we also evaluate the complexity of the se-
quential shuffling method presented in 6.1.1; we call it SS.

Implementation. The prototype was implemented using Python
3.6 with fastecdsa 1.7.4, pycrypto 2.6.1, python-xxhash 1.3.0 and
numpy 1.15.3 libraries. For SS, we generate a random AES key to
encrypted the message using AES-128-CBC, and use the ElGamal
encryption with elliptic curve secp256r1 to encrypt the AES key.
For the AHE in PEOS, we use DGK [21] with 3072-bits ciphertext.
All of the encryption used satisfy 128-bit security.

Metrics. We use mean squared error (MSE) of the estimates as
metrics. For each value v, we compute its estimated frequency
f̃v and the ground truth fv , and calculate their squared difference.
Specifically, MSE = 1

|D|
∑
v∈D(fv − f̃v)2.

Methodology. For each dataset and each method, we repeat the
experiment 100 times, with result mean and standard deviation re-
ported. The standard deviation is typically very small, and barely
noticeable in the figures. By default, we set δ = 10−9.

7.2 Frequency Estimation Comparison
We first show the utility performance of SOLH. We mainly com-

pare it against other methods in the shuffler model, including SH,
AUE, RAP, and RAPR. We also evaluate several kinds of baselines,
including LDP methods OLH and Had, centralized DP method
Laplace mechanism (Lap) that represents the lower bound, and a
method Base that always outputs a uniform distribution.

Figure 3 shows the utility comparison of the methods. We vary
the overall privacy guarantee εc against the server from 0.1 to 1,
and plot MSE. First of all, there is no privacy amplification for SH

when εc is below a threshold. In particular, when εc <
√

14 ln(2/δ)d
n−1

,
εl = εc. We only show results on the IPUMS dataset because for
the Kosarak dataset, d is too large so that SH cannot benefit from
amplification. When there is no amplification, the utility of SH is
poor, even worse than the random guess baseline method. Com-
pared to SH, our improved SOLH method can always enjoy the
privacy amplification advantage, and gets better utility result, espe-
cially when εc is small. The three unary-encoding-based methods
AUE, RAP, and RAPR all perform slightly better than SOLH. But
the communication cost of them are higher. The best-performing
method is RAPR; but it works in the removal-LDP setting. Because
of this, its performance with εc is equivalent to RAP with 2εc.

Moving to the LDP methods, OLH and Had perform very simi-
larly (because in these settings, OLH mostly chooses d′ = 2 or 3,
which makes it almost the same as Had), and are around 3 orders
of magnitude worse than the shuffler-based methods. For the cen-
tral DP methods, we observe Lap outperforms the shuffler-based
methods by around 2 orders of magnitude.

In Table 2, we list the value of d′ of SOLH and the utility of
SOLH and RAPR for some εc values. We also fix d′ in SOLH and
show how sub-optimal choice of d′ makes SOLH less accurate. The
original domain d is more than 40 thousand, thus RAPR introduces
a larger communication cost compared to SOLH (5KB vs 8B). The
computation cost for the users is low for both methods; but for the
server, estimating frequency with SOLH requires evaluating hash
functions. We note that as this takes place on server, some compu-
tational cost is tolerable, especially the hashing evaluation nowa-
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Figure 3: Results of MSE varying εc on the IPUMS dataset.
Base always outputs 1/d for each estimation. Lap stands for
Laplace mechanism for DP.

Table 2: Comparison of SOLH and RAPR in Kosarak.

Metric Method
εc 0.2 0.4 0.6 0.8

d′ SOLH 45 177 397 705

Utility

SOLH 5.27e-8 1.30e-8 5.76e-9 3.24e-9
RAPR (d′ = 10) 1.31e-7 1.17e-7 1.14e-7 1.13e-7
RAPR (d′ = 100) 1.73e-7 1.55e-8 1.22e-8 1.22e-8
RAPR (d′ = 1000) 1.02e-4 2.60e-5 4.02e-8 3.66e-9

RAPR 7.82e-9 1.92e-9 8.53e-10 4.78e-10

days is efficient. For example, our machine can evaluate the hash
function 10 million times within 1 second on a single thread.

7.3 Succinct Histograms
In this section, we apply shuffle model to the problem of succinct

histogram as a case study. The succinct histogram problem still out-
puts the frequency estimation; but different from the ordinary fre-
quency or histogram estimation problem, on which we focused in
the last section, it handles the additional challenge of a much larger
domain (e.g., domain size greater than 232). The problem is ex-
tensively investigated. We use the tree-style approach [11, 50, 55].
We first present TreeHist from [11]. It assumes the domain to be
composed of fixed-length bitstrings and constructs a binary prefix
tree. The root of the tree denotes the empty string. Each node has
two children that append the parent string by 0 and 1. For example,
the children of root are two prefixes 0∗ and 1∗, and the grand chil-
dren of root are 00∗, 01∗, 10∗, and 11∗. The leaf nodes represent
all possible strings in the domain. Parallel to TreeHist, PEM [55]
advocates using a the fan-out number as large as possible.

To find the frequent strings, we traverse the tree in a breadth-
first-search style: We starts from the root and checks whether the
prefixes at its children are frequent enough. If a prefix is frequent,
its children will be checked in the next round. For each round of
checking, an LDP mechanism is used. Note that the mechanism
can group all nodes in the same layer into a new domain (smaller
than the original domain because many nodes will be infrequent
and ignored). Each user will check which prefix matches the pri-
vate value, and report it (or a dummy value if there is no match).
To demonstrate the utility gain of the shuffler model, we use the
methods SH, SOLH, AUE, and RAP as the frequency estimator.

We consider the AOL dataset assuming each user’s value is 48
bits. We run PEM in 6 rounds, each for 8 bits (fan-out 256). We set
the goal to identify the the top 32 strings, and in each intermediate
round, we identify the top 32 prefixes. In the LDP setting, PEM
divides the users into 6 groups, as that gives better results. In the
shuffler case, a better approach is to avoid grouping users, but rather
dividing εc and δc by 6 for each round.
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Figure 4: Comparison on the succinct histogram problem. The
target is to identify the top 32 most frequent values.

Figure 4 shows the results. We can observe that the except SH,
the other shuffler-based methods outperforms the LDP PEM (OLH
and Had) . In addition to the capability of reducing communication
cost, another advantage of SOLH we observe here is that SOLH
enables non-interactive execution of PEM (note that this is also
one reason why the original PEM algorithm uses the local hash-
ing idea). In particular, the users can encode all their prefixes and
report together. The server, after obtaining some frequent prefix,
can directly test the potential strings in the next round. On the
other hand, using the unary-encoding-based methods, users cannot
directly upload all their prefixes, because the size of a report can be
up to 248 bits. Instead, the server has to indicate which prefixes are
frequent to the users and then request the users to upload.

7.4 Performance Evaluation
We evaluate the computational and communication costs of SS

and PEOS, focusing on the overhead introduced by the encryption
and shuffling. We run the experiments on servers running Linux
kernel version 5.0 with Intel Xeon Silver 4108 CPU @ 1.80GHz
and 128GB memory. We assume there are r = 3 and r = 7 shuf-
flers. The results are listed in Table 3. As both methods scales with
n+ nr , we fix n to be 1 million and ignore nr .

Note that we the results are only for SOLH with report size fixed
at 64 bits. If we use RAP in this case, the communication cost will
increase proportional to the size of the domain d (by d/64).

Table 3: Computation and communication overhead of SS and
PEOS for each user, each shuffler, and the server. We assume
n = 106 and r = 3 or 7.

Metric
Method SS PEOS

r = 3 r = 7 r = 3 r = 7

User comp. (ms) 0.24 0.49 1.6 1.6
User comm. (Byte) 416 800 400 432

Aux. comp. (s) 49 50 0.2 0.7
Aux. comm. (MB) 224 416 429.8 3293.3
Server comp. (s) 49 49 65 65

Server comm. (MB) 128 128 392 408

User Overhead. Overall, the user-side computation and commu-
nication overhead are small for both methods. The computation
only involves sampling, secret-sharing, and r times of encryption
operations. All of them are fast. Note that in SS, as onion encryp-
tion is used, its overhead is larger and grows linearly with respect
to r. The communication cost for each user is also very limited.

Shuffler Overhead. For each shuffler in SS, the computation cost
lies in n decryption (for one layer), sampling nu random reports
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(with necessary encryption), and then shuffling. Note that the de-
cryption is done in parallel. We use 32 threads for demonstration.
With more resources, the processing time can be shortened.

In SS, an ElGamal ciphertext is a tuple 〈P,C〉, where P is a
point in the secp256r1 curve represented by 256× 2 bits, and C is
a number in {0, 1}256. Thus, we need 96 bytes for the AES key in
each layer. For SOLH, we let each user randomly select an 4-byte
seed as the random hash function. After padding, each message is
32 + 96(r + 1) bytes, where r is the number of layers used for
shufflers. One additional layer is used for the server. Given n = 1
million users and r shufflers, there will be on average 1

r
× n ×∑r

k=1(32 + 96(k+ 1)) = 672 MB data sent to the three shufflers.
PEOS consists of

(
r

br/2c+1

)
rounds of sorting. Since a well-

implemented sorting on 1 million elements takes only several mil-
liseconds, the computation cost of shuffling is minor for the shuf-
flers. In addition, our protocol require each shuffler do

(
r

br/2c+1

)
·

n/r homomorphic additions during shuffling. As Table 3 indicates,
all of these cryptographic operations are efficient. The cost is no
more than one second with n = 1 million reports.

According to the analysis of oblivious shuffle from [39], each
shuffler’s communication cost is O(2r

√
rn). In addition, our pro-

tocol sends n encrypted shares each round, which introduces an-
other communication cost ofO(2rn/

√
r) by similar analysis (mul-

tiplied with a larger constant factor because of the 3072-bit DGK
ciphertexts). In experiments with 1 million users and 3 shufflers,
each shuffler needs to send 430 MB. In a more expensive case with
7 shufflers, it becomes 3.3 GB. While the communication cost is
higher than that of SS, we note that the cost is tolerable in our set-
ting, as the data collection does not happen frequently.

Server Overhead. For SS, the server computation overhead is
similar to that of the shufflers, as they all decrypt one layer. The
server’s communication cost (measured by amount of data received)
is lower though, as there is only one layer of encryption on the data.

In PEOS, the server needs to collect data from all r shufflers.
The communication overhead is mostly DGK ciphertext and grows
slowly with r. The computation overhead is also dominated by
decrypting the DGK ciphertexts.

8. RELATED WORK
Privacy Amplification by Shuffling. The shuffling idea was orig-
inally proposed in Prochlo [15]. Later the formal proof was given
in [30, 19, 9]. Parallel to our work, [8, 33] propose mechanisms to
improve utility in this model. They both rely on the privacy blanket
idea [9]. More recently, [29] considered an intriguing removal-
based LDP definition and work in the shuffler model. Besides esti-
mating histograms, the problem of estimating the sum of numerical
values are also extensively investigated [34, 10].

Crypto-aided Differential Privacy. Different from using shuf-
flers, researchers also proposed methods that utilize cryptography
to provide differential privacy guarantees, including [32, 28, 42].
One notable highlight is [20], which proposes Cryptε. In this ap-
proach, users encrypt their values using homomorphic encryption,
and send them to the auxiliary party via a secure channel. The
auxiliary server tallies the ciphertext and adds random noise in a
way that satisfies centralized DP, and sends the result to the server.
The server decrypts the aggregated ciphertext. More recently, re-
searchers in [48] introduce several security features including ver-
ification and malice detection. This line of work does not require
LDP protection, thus differs from our approach. Moreover, to han-
dle the histogram estimation when |D | is larger, the communication
overhead is larger than that of ours.

Relaxed Definitions. Rather than introducing the shuffler, another
direction to boost the utility of LDP is to relax its semantic mean-
ing. In particular, Wang et al. propose to relax the definition by
taking into account the distance between the true value and the
perturbed value [51]. More formally, given the true value, with
high probability, it will be perturbed to a nearby value (with some
pre-defined distance function); and with low probability, it will be
changed to a value that is far apart. A similar definition is proposed
in [37, 35]. Both usages are similar to the geo-indistinguishability
notion in the centralized setting [7]. In [44], the authors consider
the setting where some answers are sensitive while some not (there
is also a DP counterpart called One-sided DP [24]). The work [36]
is a more general definition that allows different values to have dif-
ferent privcay level. Our work applied to the standard LDP defini-
tion, and we conjecture that these definitions can also benefit from
introducing a shuffler without much effort.

There also exist relaxed models that seem incompatible with
the shuffler model, i.e., [13] considers the inferring probability as
the adversary’s power; and [53] utilizes the linkage between each
user’s sensitive and public attributes.

Distributed DP. In the distributed setting of DP, each data owner
(or proxy) has access to a (disjoint) subset of users. For example,
each patient’s information is possessed by a hospital. The DP noise
is added at the level of the intermediate data owners (e.g., [41]). A
special case (two-party computation) is also considered [38, 47].
[40] studies the limitation of two-party DP. In [27], a distributed
noise generation protocol was proposed to prevent some party from
adding malicious noise. The protocol is then improved by [17].
[43] lays the theoretical foundation of the relationship among sev-
eral kinds of computational DP definitions.

We consider a different setting where the data are held by each
individual users, and there are two parties that collaboratively com-
pute some aggregation information about the users.

DP by Trusted Hardware. In this approach, a trusted hardware
(e.g., SGX) is utilized to collect data, tally the data, and add the
noise within the protected hardware. The result is then sent to the
analyst. Google propose Prochlo [15] that uses SGX. Note that the
trusted hardware can be run by the server. Thus [18] and [6] de-
signed oblivious DP algorithms to overcome the threat of side in-
formation (memory access pattern may be related to the underlying
data). These proposals assume the trusted hardware is safe to use.
However, using trusted hardware has potential risks (e.g., [14]).
This paper considers the setting without trusted hardware.

9. CONCLUSIONS
In this paper, we study the shuffler model of differential privacy

from two perspectives. First, we examine from the algorithmic as-
pect, and make improvement to existing techniques. Second, we
work from the security aspect of the model, and emphasize two
types of attack, collusion attack and data-poisoning attack; we then
propose PEOS that is safer under these attacks. Finally, we per-
form experiments to compare different methods and demonstrate
the advantage of our proposed method. For the problem of his-
togram estimation, our proposed protocol is both more accurate
and more secure than existing work, with a reasonable communica-
tion/computation overhead. We also demonstrate the applicability
of our results in the succinct histogram problem.
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