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ABSTRACT
Software 2.0 refers to the fundamental shift in software en-
gineering where using machine learning becomes the new
norm in software with the availability of big data and com-
puting infrastructure. As a result, many software engineer-
ing practices need to be rethought from scratch where data
becomes a first-class citizen, on par with code. It is well
known that 80–90% of the time for machine learning devel-
opment is spent on data preparation. Also, even the best
machine learning algorithms cannot perform well without
good data or at least handling biased and dirty data during
model training. In this tutorial, we focus on data collection
and quality challenges that frequently occur in deep learn-
ing applications. Compared to traditional machine learn-
ing, there is less need for feature engineering, but more need
for significant amounts of data. We thus go through state-
of-the-art data collection techniques for machine learning.
Then, we cover data validation and cleaning techniques for
improving data quality. Even if the data is still problem-
atic, hope is not lost, and we cover fair and robust training
techniques for handling data bias and errors. We believe
that the data management community is well poised to lead
the research in these directions. The presenters have ex-
tensive experience in developing machine learning platforms
and publishing papers in top-tier database, data mining, and
machine learning venues.
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1. OVERVIEW
Software 2.0 is a fundamental paradigm shift in software

engineering. Recently, machine learning is becoming the
mainstream due to the availability of big data and powerful
computing infrastructure. The key characteristics are 1)
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Figure 1: End-to-end Deep Learning. We will cover
data collection and quality challenges in the first
three steps from data collection to model training.

data becomes a first class citizen, on par with code and 2)
machine learning models become the new software. As a
result, we need to rethink how to develop software.

It is well known that 80–90% of the time spent on machine
learning development is data preparation. Unfortunately,
the opposite effort is spent on machine learning algorithms
instead of the actual bottleneck [16]. Also, data quality has
a profound impact on model accuracy where even the best
machine learning algorithms cannot perform well without
good data or at least handling dirty data during training.

In this tutorial, we investigate data quality challenges that
occur in deep learning. Figure 1 shows the end-to-end pro-
cess starting from data collection to model serving. In com-
parison to traditional machine learning, feature engineering
is less of a concern, but there is instead a need for large
amounts of training data. Unfortunately, the lack of data
is one of the main reasons many industries are reluctant
to adopt deep learning [16] (the other reason being lack
of explainability). We thus focus on how to collect suffi-
cient amounts of data. In addition, we need to validate and
clean the data. While there is a vast literature on data
cleaning, not all of the techniques are beneficial to machine
learning [8]. In addition, recent machine learning issues in-
cluding data poisoning need to be addressed as well. Even
after carefully preparing the data, the data quality may still
be problematic, and we need to cope with biased, dirty, or
missing data using fair and robust model training [14, 15].

As the role of the data management community for deep
learning grows rapidly, we believe this tutorial is timely and
will discuss the opportunities to which we can contribute.

Scope and Structure. We will cover the first three steps
in end-to-end deep learning (Figure 1). Section 2 provides
a comprehensive view of data collection for machine learn-
ing. Section 3 presents data validation and cleaning tech-
niques for machine learning. Section 4 presents model train-
ing techniques for coping with biased and dirty data.

Target Audience and Background. We target deep learn-
ing users that need an overview of how to collect data, en-
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Figure 2: Data collection for machine learning [13].
The techniques in the leaf nodes that are at least
partially proposed by the data management com-
munity are highlighted in italic blue font. A key
observation is that there is an convergence of tech-
niques between the data management and machine
learning communities, so one needs to know both
sides to understand the overall research landscape.

sure its quality, and cope with any data quality issues during
model training. The audience needs to have a data manage-
ment background plus working knowledge in deep learning.

Tutorial Length. This tutorial is intended for 3 hours.
However, if the timeslot is not available, we can go for 1.5
hours; then, Sections 2 and 3 will be shortened while keeping
the scope and structure.

2. DATA COLLECTION
Our coverage of data collection is based on a recent sur-

vey [13] by a presenter. According to Figure 2, there are
largely three methods for data collection. First, data ac-
quisition is the problem of finding the right datasets for
training models. For example, as the number of datasets
around us is increasing rapidly, searching for the right ones
itself becomes a challenge. Second, data labeling is neces-
sary in all supervised learning applications. Since manual
labeling can be expensive, various scalable techniques have
been proposed using semi-supervised learning, crowdsourc-
ing, and weak supervision. Finally, one can also improve
the quality of existing data or use transfer learning to re-use
existing models instead of training from scratch.

2.1 Data Acquisition
Data acquisition is the process of finding datasets that

are suitable for training machine learning models. In this
tutorial we cover three approaches: data discovery, data
augmentation, and data generation. Data discovery is the
problem of indexing and searching datasets that may exist
in corporate data lakes or the Web. Data augmentation is
related, but focuses on complementing existing datasets by
integrating them with external data. If there is not enough
data around, the last resort is to take matters in one’s hand
and create datasets using crowdsourcing or synthetic data
generation techniques.

2.2 Data Labeling
Once there are enough datasets, the next step is to la-

bel the examples. For example, in a smart factory applica-
tion, one may want to label images of products on whether
they are defective or not. The traditional approach for la-
beling is semi-supervised learning where the idea is to use
existing labels to predict the other labels as much as possi-
ble. Other approaches include crowdsourcing where workers
manually label examples or more advanced techniques like
active learning where the manual labeling is done only for
examples that are most likely to benefit the model’s accu-
racy. Most recently, weak supervision is on the rise where
the idea is to (semi-)automatically generate labels that are
not perfect (therefore called “weak” labels), but at scale
where the larger volume may compensate for the lower label
quality. Weak supervision is useful in applications where
there are few or no labels to start with.

2.3 Improving Existing Data and Models
In addition to searching and labeling datasets, one can

also improve the quality of existing data and models. This
approach is useful in two scenarios. If the application is
novel or non-trivial where there are no relevant datasets
outside, then the only choice is to make the best of what
is already available. In other cases, collecting more data
may no longer benefit the model’s accuracy due to its low
quality. Here the better options may be to clean the data
or perform re-labeling to correct any mistakes. Yet another
approach is to make the model training more robust to dirty
data, a topic we cover in Section 4.2. In addition to improv-
ing data, one can also re-use existing models using transfer
learning techniques.

3. DATA VALIDATION AND CLEANING
It is common for the training data to contain various er-

rors. Machine learning platforms like TensorFlow Extended
(TFX) [1] have data validation components to detect such
data errors in advance using data visualization and schema
generation techniques. Data cleaning can be used to actu-
ally fix the data, and there is a heavy literature [6] on var-
ious integrity constraints. However, recent studies [8] show
that only focusing on improving the data does not neces-
sarily benefit machine learning accuracy. In addition, in a
machine learning point of view, we also need to address crit-
ical issues including data sanitization against poisoning and
model fairness, which are actively studied in the security
and machine learning communities, respectively. While the
solutions for data sanitization are similar to those for data
cleaning, improving model fairness is usually done during
model training and thus covered in Section 4.

3.1 Data Validation
While there is a plethora of data visualization techniques,

we focus on the ones that are most relevant to machine learn-
ing. Facets, a component of TFX, shows various statistics
of datasets that are relevant for machine learning. More
advanced tools include SeeDB [17], which can repeatedly
generate possible visualizations that are of interest. This
approach has the problem of false positives, so hypothesis
testing started to be used in systems like CUDE [19] to guar-
antee the statistical significance of the findings.

Data validation focuses on finding problems in the data
that affect the machine learning pipeline. TensorFlow Data
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Validation [2] automatically generates database schemas
from previous datasets and validates future datasets with
the schema. There are largely three types of data errors
that are validated. First, the data may be dirty; e.g., there
may be duplicate country codes that are in upper and lower
case letters. Second, the data may change as the data source
itself evolves; e.g., the unit of a numeric feature may change
from days to hours. Third, the data may simply be missing
due to possible bugs in the data source; e.g., the title infor-
mation of documents may be missing for a large portion of
examples. For each schema violation, the user can either fix
the data or the schema itself.

3.2 Data Cleaning
Data cleaning has a long history of removing various

well-defined errors by satisfying integrity constraints in-
cluding key constraints, domain constraints, referential in-
tegrity constraints, and functional dependencies. Unfortu-
nately, only focusing on fixing the data does not necessarily
guarantee the best model accuracy. We cover the recent
CleanML [8] work, which systematically studies the impact
of data cleaning on the accuracy of the model trained on
that data. The conclusions are twofold: data cleaning does
not necessarily improve the model accuracy, and perform-
ing model selection can at least reduce any negative effects
where the data cleaning may harm model accuracy. Hence,
we cover recent data cleaning techniques that are specifically
geared towards improving model accuracy.

3.3 Data Sanitization
Data poisoning has recently become a serious issue be-

cause changing a fraction of the training data, which may
come from an untrusted source, may alter the model’s be-
havior. Compared to dirty data, there is a malicious inten-
tion of making the model fail. Early work focused on specific
applications like spam detection and sensors. More recent
studies are more general, but still tend to focus on specific
models. It is unclear if there will be anything close to a
unifying solution. The notion of data sanitization was in-
troduced in 2008 [4] where attacks were assumed to occur in
relatively confined time intervals, and the sanitization tech-
niques used training metadata. More recently, adversarial
machine learning, which attempts to fool models through
malicious inputs (e.g., adversarial images), has become one
of the most popular topics in machine learning.

4. MODEL TRAINING
Even after collecting the right data and cleaning it, data

quality may still be an issue during model training. We
present three directions of research. First, we cover fair
model training techniques that can address data bias, which
results in discriminative model behavior. Next, we cover
robust model training techniques that cope with dirty data
and still produce accurate results. Finally, we explore rep-
resentation learning techniques for transforming the data in
the best embedding format for model training.

4.1 Fair Training
Model fairness is becoming a critical issue where bias

in the data may result in discriminatory behavior by the
model. A famous example is the COMPAS tool by North-
pointe, which predicts a defendant’s risk of committing an-
other crime. According to an analysis by ProPublica, black

defendants are far more likely to be judged as a high risk
compared to white defendants, which turns out to be inaccu-
rate in practice. This investigation fueled the new research
area of algorithmic fairness. Many definitions of fairness ex-
ist (see the survey [18]) and can be categorized as group or
individual measures. Group fairness measures usually com-
pare different sensitive groups (e.g., men versus women) and
make sure their statistics are similar. For example, demo-
graphic parity is one of the popular measures that ensures
the positive prediction rates of a model is similar among the
sensitive groups. Government agencies use this fairness no-
tion to ensure employers do not discriminate certain demo-
graphics when hiring. Individual fairness measures ensure
that a prediction of an individual does not deviate too much
from that of a similar person.

More recently, another line of research is to mitigate the
unfairness, which can be done in largely three places: be-
fore model training on the data (pre-processing), during
model training (in-processing), and after model training
(post-processing). All of these approaches typically have
a trade-off between accuracy and fairness, as the two ob-
jectives do not necessarily align. In this tutorial, we focus
on pre-processing and in-processing approaches where ex-
amples are re-weighted to improve model fairness. For ex-
ample, demographic parity can be improved by increasing
the weights of positive examples of a sensitive group that
has a lower positive prediction rate than other groups.

4.2 Robust Training
It is widely agreed that real-world datasets are dirty and

erroneous despite the data cleaning process. For example,
because data labeling is done manually in many cases, in-
correct or missing labels are, in fact, very common; the pro-
portion of incorrect labels is reported to be 8–38% in several
real-world datasets [15]. Besides, especially in multivariate
time-series data, missing values are unavoidable because of
its high input rate and sensor malfunction. Thus, many
deep learning techniques have been developed to consider
the existence of data noises and errors, which are more crit-
ical in deep learning than in conventional machine learning
as a deep neural network (DNN) completely memorizes such
noises and errors because of its high expressive power.

Noisy or Missing Labels. Regarding noisy labels, recent
techniques are mainly categorized into loss correction and
sample selection. The former estimates the confidence of a
label for each sample and adjusts the loss for the sample
based on its label confidence during backward propagation.
The latter also estimates the confidence of a label for each
sample and includes the samples in training only if their la-
bel confidence is above some threshold. Recently, the sample
selection approach becomes dominant, and a hybrid of the
two approaches has been proposed [15]. Regarding miss-
ing labels, semi-supervised learning builds a model from a
mixture of labeled and unlabeled data, by adopting unsu-
pervised loss or collaborating with mix-up augmentation for
unlabeled data. The representative techniques will be selec-
tively covered in this tutorial.

Missing Data. Because missing data can reduce the statis-
tical power and produce biased estimates, data imputation
has been an active research topic in statistics and machine
learning. In this tutorial, we focus on the deep learning
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techniques for time-series data. Because the recurrent neu-
ral network (RNN) is typically used for time-series data,
the RNN family has been extended to receive the context
about missing values. The most well-known technique is
GRU-D [3] developed for medical data analysis, and many
variations such as Temporal Belief Memory are available.

4.3 Representation Learning
It is common to transform or convert input data to im-

prove its learning suitability, more precisely, to have the best
representation of the data for learning a DNN model. This
technique is collectively called data emebedding. For exam-
ple, when a location is fed to a DNN model, a coordinate
in a high-dimensional embedding space is used instead of
the original latitude and longitude coordinate [11]. That is,
this embedding achieves high enough dimensionality to have
the descriptive capacity in the DNN model. The best em-
bedding is usually obtained in an end-to-end training proce-
dure. Recently, the embedding quality has improved further
by considering the power-law characteristics of real-world
datasets [9]. In this tutorial, we will focus on the embedding
of spatial data because that of text data has been covered
in natural language processing conferences.

5. BIOGRAPHIES OF PRESENTERS
Steven Euijong Whang is an assistant professor at the

School of Electrical Engineering and Graduate School of
AI, KAIST. His research interests are big data - AI Inte-
gration, big data analytics, and big data systems. Previ-
ously he was a Research Scientist at Google Research and
co-developed the data infrastructure of the TensorFlow Ex-
tended (TFX) end-to-end machine learning platform. He
received his Ph.D. in computer science in 2012 from Stan-
ford University where his thesis topic was on data quality
(entity resolution). He is a recipient of the Google AI Fo-
cused Research Award in 2018, the first in Asia.

Jae-Gil Lee is an associate professor at the Graduate
School of Knowledge Service Engineering, KAIST. Before
joining KAIST in 2010, he worked at the IBM Almaden
Research Center and the University of Illinois Urbana-
Champaign. He earned his Ph.D. in computer science in
2005 from KAIST. His research interests encompass spatio-
temporal data mining and scalable machine learning, and he
is recently working on the data quality issues for deep learn-
ing. He received the Best Paper Award at AAAI ICWSM
2013. He is serving as an associate editor of IEEE TKDE
and a steering committee member of PAKDD since 2019.

6. OTHER VENUES AND TUTORIALS
Steven was a co-presenter of the ACM SIGMOD 2017 tu-

torial “Data Management Challenges for Production Ma-
chine Learning” [12]. Another tutorial on the same topic,
but with a different perspective, was presented concur-
rently [7]. In comparison, at least two thirds of this tu-
torial is completely new. In particular, Sections 2 and 4
are new, and Section 3 covers recent issues in data cleaning
for machine learning. Other related tutorials include data
cleaning [5] and data lake management [10], presented in
VLDB 2018 and 2019, respectively. Our tutorial is a natural
follow-up that covers the entire spectrum of data collection
and addresses data quality issues in deep learning.
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