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ABSTRACT
The problem of mining integrity constraints from data has been
extensively studied over the past two decades for commonly used
types of constraints, including the classic Functional Dependencies
(FDs) and the more general Denial Constraints (DCs). In this pa-
per, we investigate the problem of mining from data approximate
DCs, that is, DCs that are “almost” satisfied. Approximation allows
us to discover more accurate constraints in inconsistent databases
and detect rules that are generally correct but may have a few ex-
ceptions. It also allows to avoid overfitting and obtain constraints
that are more general, more natural, and less contrived. We intro-
duce the algorithm ADCMiner for mining approximate DCs. An
important feature of this algorithm is that it does not assume any
specific approximation function for DCs, but rather allows for arbi-
trary approximation functions that satisfy some natural axioms that
we define in the paper. We also show how our algorithm can be
combined with sampling to return highly accurate results consider-
ably faster.
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1. INTRODUCTION
Integrity constraints are used for stating semantic conditions that

the data in the database must comply with. Enforcing the con-
straints helps to make the database a more accurate model of the
real world. Integrity constraints may be obtained by domain ex-
perts; however, this is often an expensive task that requires exper-
tise not only in the domain but also in the constraint language. In
the past two decades, extensive effort has been invested in explor-
ing the challenge of automatically discovering constraints from the
data itself, for different types of constraints, including the classic
Functional Dependencies (FDs) [15, 21, 23, 26, 31, 35, 36, 42], the
more general Conditional FDs (CFDs) [9, 13, 39], and the more
general Denial Constraints (DCs) [4, 11, 37, 38].

In practice, databases nowadays are often inconsistent and vio-
late the integrity constraints that are supposed to hold. In most large
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enterprises, information is obtained from imprecise and sometimes
contradicting sources (e.g., social networks, news feeds, and user
behavior data) via imprecise procedures (e.g., natural-language pro-
cessing and image processing). In such cases, mining constraints
that are satisfied by the entire database will be inadequate, as they
rely on the assumption that all data values are correct. Hence, in
this work, we consider the problem of mining approximate con-
straints, that is, constraints that are “almost” satisfied. Approxi-
mate constraints are useful even for accurate datasets, since they
avoid overfitting to the current observations, and allow us to detect
more general and less contrived rules, as well as rules that are gen-
erally correct but may have a few exceptions (which is useful, for
example, for the task of detecting outliers).

EXAMPLE 1.1. Consider the database of Table 1 storing infor-
mation about the yearly income and tax payments of people from
different states in the US. We assume that as a general rule, for a
given state, a higher yearly income implies higher tax payments.
However, the database does not satisfy this constraint (e.g., the tu-
ples t6 and t7 jointly violate the constraint, and the same holds
for the tuples t14 and t15). If we require constraints that are fully
satisfied by the entire database, then these violations require us to
weaken the rule using exceptions such as “the constraint holds only
for two people who have the same name” or “the constraint holds
only if none of the people is called Julia and none of them lives
in Illinois,” which results in very specific and complicated rules.
However, we will be able to find the correct constraint if we allow
for exceptions, and consider approximate constraints.

Most of the work to date on approximate constraint discovery
has focused on approximate FDs [12, 23, 25] or CFDs [9, 13, 39].
Chu et al. [11] and later Pena et al. [37,38] considered approximate
DCs. As the expressive power of (C)FDs is rather restricted, in
this work, we consider the problem of mining approximate DCs
(ADCs for short) from data. This problem has not received much
attention and the currently existing algorithms are AFASTDC [11]
and its improved versions BFASTDC [37] and DCFinder [38], that
we will discuss in more details in the next section.

A common shortcoming of many existing approaches to approx-
imate constraints (including ADCs) is that the algorithms proposed
for this task are often an after-thought of detecting valid exact con-
straints, and are usually obtained by relaxing some of the param-
eters of the original algorithm. Hence, existing algorithms miss
opportunities to use techniques that are designed specifically for
mining approximate constraints. These existing algorithms are of-
ten inefficient, since they need to examine “all” combinations of
records necessary to validate the discovered DCs. Another draw-
back of existing algorithms is the fact that the approximation func-
tion is hard-wired into the algorithm. However, there are many
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Table 1: Running example.
Name State Zip Income Tax

t1 Alice NY 11803 28K 2.4K
t2 Mark NY 10102 42K 4.7K
t3 Bob NY 13914 93K 11.8K
t4 Mary NY 10437 58K 6.7K
t5 Alice NY 10437 26K 2.1K
t6 Julia WA 98112 27K 1.4K
t7 Jimmy WA 98112 24K 1.6K
t8 Sam WA 98112 49K 6.8K
t9 Jeff WA 98112 56K 7.8K
t10 Gary WA 98112 50K 7.2K
t11 Ron WA 98112 58K 8K
t12 Jennifer WA 98112 61K 8.5K
t13 Adam WA 98112 20K 1K
t14 Tim IL 62078 39K 5K
t15 Sarah IL 98112 54K 5K

possible definitions of approximate constraints, and different works
indeed consider different definitions that produce very different re-
sults. The most common definition of approximate (C)FDs, for
example, is based on the minimal number of tuples that should be
removed for the (C)FD to hold [9, 12, 23, 25], while the definition
used for approximate DCs is based on the number of tuple pairs
violating the DC [11, 37, 38]. It is not clear whether one of the
definitions is the “best” one, and it may be the case that different
definitions produce better results in different cases.

EXAMPLE 1.2. Consider again the database of Table 1 and the
DC ϕ1 of Example 1.1: ∀t, t′¬(t[State] = t′[State]∧t[Income] >
t′[Income] ∧ t[Tax] ≤ t′[Tax]). Two out of 210 tuple pairs (i.e.,
0.95%) violateϕ1. (Note that 〈t, t′〉 and 〈t′, t〉 are considered sepa-
rately.) The minimal number of tuples to remove from the database
for ϕ1 to hold is two (i.e., one of t6, t7 and one of t14, t15); that
is, 13.3%. Hence, if we allow, for example, an exception rate of
5%, then ϕ1 is an ADC according to the first definition, but not
according to the second one.

Now, consider the DC ϕ2 stating that the same zip code cannot
appear in two different states: ∀t, t′¬(t[Zip] = t′[Zip]∧t[State] 6=
t′[State]). Sixteen out of 210 tuple pairs (i.e., 7.62%) violate ϕ2

(every pair that includes t15 and one of t6, . . . , t13). The only tuple
to remove from the database for ϕ2 to be satisfied is t15; thus, it is
possible to remove at most 6.67% of the tuples. In this case, if the
allowed exception rate is 7%, then ϕ2 is an ADC according to the
second definition, but not according to the first one. (The difference
in the exception rate for these two definitions is very small here, but
can be significant in larger databases.)

The main objective of this work is to gain a deeper understand-
ing of ADCs and introduce a general framework for mining ADCs
that takes the semantics (i.e., the approximation function) as in-
put. We introduce the algorithm ADCMiner for mining ADCs from
data. The algorithm consists of four main components – a predicate
space generator, an evidence set constructor, an enumeration algo-
rithm and a sampler. In summary, our main contributions in this
paper are as follows:
• We formally define the problem of ADC mining (Section 4)

including the concept of a valid approximation function for
ADCs. To the best of our knowledge, we are the first to con-
sider approximate constraint discovery that is not tied to a
specific approximation function, but rather to a general fam-
ily of approximation functions, that captures, but is not lim-
ited to, commonly used approximation functions.
• We introduce an algorithm for enumerating ADCs that al-

lows for a general approximation function that is given as an

oracle (Section 6). Our algorithm is a general algorithm for
enumerating minimal approximate hitting sets that can even
be used outside the scope of constraint discovery.
• For efficiency, we propose a sampling scheme (Section 7),

and we address two fundamental problems: (1) how to es-
timate the number of violations of ϕ in D from a sample;
and (2) how to use this estimate to deduce the right threshold
(or approximation function) to be used when enumerating
the ADCs from the sample. While useless for mining exact
DCs, sampling allows us to efficiently return highly accu-
rate results (w.r.t. the approximation metric) by leveraging
the nature of ADCs and avoiding the space explosion that
exact miners suffer from.

We experimentally evaluate our proposal (Section 8) and show
that although it subsumes formerly proposed approximation frame-
works, we manage to achieve better efficiency. Our experiments
also show that we can achieve high precision and recall from a rel-
atively small sample, while reducing the time by as much as 90%.

2. RELATED WORK
We now discuss the relationship between our work and past work

on mining DCs from data. Chu et al. [11] have introduced the
first algorithms for mining DCs and ADCs from data (FASTDC
and AFASTDC, respectively). Their definition of an ADC is based
on the fraction of pairs of tuples violating the DC. The algorithm
AFASTDC is obtained from FASTDC by modifying the base case
of the algorithm; that is, they return a constraint if the fraction of
tuple pairs violating it is smaller than some predefined threshold
ε, rather than when it is zero. Their solution consists of two main
parts. First, they generate a certain data structure, namely the evi-
dence set, that we will formally define later on, and then they use
the evidence set to generate all the (A)DCs. The first part has a
high computational cost, as it requires going over all tuple pairs
in the database. Particularly, this algorithm may run for days on a
database that consists of one million tuples [11].

Pena et al. [37, 38] significantly improved the running times of
this part using bit-level operations, and Position List Indexes that
minimize the number of required tuple comparisons. Their focus
was on improving the efficiency of the evidence set construction,
and they did not modify the second part of the solution (that gener-
ates the ADCs) and adopted the definition of ADCs used by Chu et
al. [11]. Our work is complementary to that of Pena et al. [37,38] as
we focus on other aspects of ADC discovery. In particular, we do
not propose a new method to construct the evidence set, but rather
use the algorithm of Pena et al. [38] for this purpose.

Another related work is that of Bleifuß et al. [4], who introduced
Hydra—an algorithm that significantly improves the running times
of DC discovery by incorporating sampling to invalidate candi-
dates. However, their algorithm only works for valid exact DCs
and, as stated by the authors, it is not clear whether and how their
approach can be generalized to ADCs.

3. PRELIMINARIES
We first present some basic terminology and notation that we use

throughout the paper.
By R(A1, . . . , Ak) we denote a relation schema R with the at-

tributesA1, . . . , Ak. A databaseD overR(A1, . . . , Ak) is a finite
set of tuples (c1, . . . , ck) where each ci is a constant. We denote
by t[Ai] the value of tuple t in attribute Ai.

A denial constraint (DC for short) is an expression of the form
∀x¬(ω(x) ∧ ψ(x)), where x is a sequence of variables, ω(x) is a
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Table 2: Notation table.
Notation Meaning
Sϕ The set of predicates in the DC ϕ
PR The predicate space over the relation schema R

Sat(t, t′) The set of predicates satisfied by 〈t, t′〉
Evi(D) The evidence set of the database D

conjunction of atomic formulas and ψ(x) is a conjunction of com-
parisons between two variables in x. Following previous work on
the problem of mining DCs [4, 11, 37, 38], we limit ourselves to
DCs where ω(x) is a conjunction of precisely two atomic formulas
and the comparison operators are B = {=, 6=, >,<,≥,≤}.

Let R be a relation schema and let D be a database over R. The
predicate space PR from which DCs can be formed consists of
predicates of the form t[A]ρ t′[B], whereA andB are attributes of
R, and ρ is a comparison operator from B. Throughout the paper,
we will use the following notation for DCs: ∀t, t′¬(P1, . . . , Pm),
where each Pi is a predicate from PR. The complement of a pred-
icate t[A] ρ t′[B] is the predicate P̂ = t[A] ρ̂ t′[B], where ρ̂ is the
complement operator of ρ (e.g., the complement operator of > is
≤). For a set S = {P1, . . . , Pm} of predicates, we denote by Ŝ the
set {P̂1, . . . , P̂m} of complement predicates.

For a pair 〈t, t′〉 of tuples in a database D over R, we denote by
Sat(t, t′) the set of all predicates of PR satisfied by 〈t, t′〉. We
denote by Evi(D) the multiset that contains the set Sat(t, t′) for
every pair 〈t, t′〉 of tuples from D. The multiplicity of each ele-
ment S in Evi(D) is the number of tuples pairs 〈t, t′〉 such that
Sat(t, t′) = S. In practice, we store every element of Evi(D)
once, along with its number of occurrences. We refer to Evi(D)
as the evidence set of D [11].

We identify a DC ϕ with the set Sϕ of its predicates. A DC
states that its predicates cannot be satisfied all at the same time.
That is, a DC ϕ is satisfied by a tuple pair 〈t, t′〉 if at least one of
the predicates P ∈ Sϕ does not hold for 〈t, t′〉, or, equivalently,
P̂ ∈ Sat(t, t′). A DC ϕ is satisfied by a database D (denoted
by D |= ϕ) if it is satisfied by all pairs of tuples, and violated
otherwise. If a DC ϕ is satisfied by a database D, we say that it is
a valid DC w.r.t. D.

EXAMPLE 3.1. Table 3 contains a subset of the predicate space
PR over the relation schema of our running example. We use the
operations in {<,≤, >,≥} only for numeric attributes, and we
only allow comparisons among attributes of the same type (i.e., two
numeric or string attributes). For example, the predicate t[Name] =
t[Income] will not appear in PR. Among the predicates of Table 3,
the predicate set Sat(t2, t5) of the tuples t2 and t5 of our run-
ning example will contain the following predicates: t[Name] 6=
t′[Name], t[Income] > t′[Income], t[Income] ≥ t′[Income], and
t[Income] > t′[Tax]. The set Sat(t5, t2) will also contain the first
two predicates, but it will not contain the other two predicates; in-
stead, t[Income] < t′[Income] and t[Income] ≤ t′[Income] will
appear in the set.

In principle, our solution could be extended to more general
DCs. For example, we could relax the limitation on the number
of atomic formulas, which will affect mainly the size of Evi(D)
(i.e., if we allow for k atomic formulas, then Evi(D) will contain
a set Sat(t1, . . . , tk) for each sequence t1, . . . , tk of tuples in D,
and each such set will consist of more predicates, as t1[A] = t2[A]
is different than t2[A] = t3[A]). We could also consider other types
of predicates, such as t[A] ρ (k × t′[B]), which will increase the
size of the predicate space. However, such extensions will have a

Table 3: A sample of the predicate space of our example.
t[Name] = t′[Name] t[Name] 6= t′[Name]
t[Income] = t′[Income] t[Income] 6= t′[Income]
t[Income] > t′[Income] t[Income] ≥ t′[Income]
t[Income] < t′[Income] t[Income] ≤ t′[Income]
t[Income] > t′[Tax] t[Income] ≥ t′[Tax]
t[Income] < t′[Tax] t[Income] ≤ t′[Tax]

significant impact on the running times, and the trade-off between
more general constraints and lower running times has to be taken
into account. When we focus on the DCs considered in this paper,
we are already able to discover many constraints that cannot be
discovered using FD discovery methods. In our experiments, about
70% of the discovered constraints cannot be expressed as FDs.

4. PROBLEM AND SOLUTION OVERVIEW
In this section, we formally define the problem that we study in

the paper and give an overview of our solution.

4.1 Problem Definition
We start by defining a valid approximation function. Let f be a

function that maps a given database D and a set of predicates Sϕ
(representing a DC ϕ) into a number in [0, 1]. Intuitively, the higher
the number is, the more satisfied the DC is by the database. In par-
ticular, f(D,Sϕ) = 1 means that ϕ is a valid DC w.r.t.D. We now
define two properties of such a function f , namely, Monotonicity
and Indifference to Redundancy.

DEFINITION 4.1. [Monotonicity] A function f is monotonic if
it holds that f(D,Sϕ) ≤ f(D,Sϕ′) whenever Sϕ ⊂ Sϕ′ .

Intuitively, monotonicity ensures that the more predicates a DC
contains, the higher its score is. Monotonicity allows us to con-
sider only minimal ADCs (i.e., ADCs that do not strictly contain
any ADC), as it assures that whenever ϕ is an ADC, every ϕ′ such
that Sϕ ⊂ Sϕ′ is also an ADC. Hence, when returning only mini-
mal ADCs ϕ, we also implicitly provide the user with information
on any ϕ′ that can be obtained from ϕ by adding more predicates.
On the other hand, for non-monotonic functions it may be the case
that for ϕ and ϕ′ such that Sϕ ⊂ S′ϕ, the DC ϕ is an ADC, while
ϕ′ is not. Thus, returning only ϕ will result is the loss of valu-
able information, that is, the fact that ϕ′ is not an ADC. Moreover,
monotonocity can be used by mining algorithms for early pruning
of branches in the search tree, which improves efficiency, as there
is no need to consider supersets of sets corresponding to ADCs.

DEFINITION 4.2. [Indifference to Redundancy] A function f
is indifferent to redundancy if we have that f(D,Sϕ) = f(D,S′ϕ)
whenever Sϕ ⊂ Sϕ′ and {〈t, t′〉 | t, t′ ∈ D, {t, t′} |= ϕ} =
{〈t, t′〉 | t, t′ ∈ D, {t, t′} |= ϕ′}.

A function f is indifferent to redundancy if adding more predi-
cates to a DC ϕ without affecting the coverage, does not affect the
score; that is, if two DCs ϕ and ϕ′ such that Sϕ ⊂ Sϕ′ are satisfied
by the exact same tuple pairs, then f gives them the same score.
While our algorithm for enumerating minimal ADCs could work
for functions that do not satisfy indifference to redundancy, having
this property allows us to significantly increase the algorithm effi-
ciency by pruning the search tree early, as we explain in Section 6.

We now define valid approximation functions.

DEFINITION 4.3. [Valid Approximation Function] A function
f is a valid approximation function if it satisfies monotonicity and
indifference to redundancy.
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In the next section, we will show that this definition is quite gen-
eral and captures commonly used approximation functions. Next,
we give the formal definition of a minimal ADC.

DEFINITION 4.4. [Approximate Denial Constraint] Let D be a
database, let f be a valid approximation function, and let ε ≥ 0.
Then, a DC ϕ is a minimal ADC if:

1. f(D,Sϕ) ≥ 1− ε, and
2. no DC ϕ′ s.t. Sϕ′ ⊂ Sϕ satisfies f(D,Sϕ′) ≥ 1− ε .

The intuition behind using valid approximation functions (i.e.,
combining the two properties) when considering ADCs is illus-
trated in the following example.

EXAMPLE 4.5. Consider the following DCs:

ϕ =∀t, t′¬(t[A] < t′[A] ∧ t[A] ≤ t′[A])
ϕ′ =∀t, t′¬(t[A] < t′[A])

Both DCs are satisfied by the exact same tuple pairs in a given
database, since whenever a tuple pair satisfies t[A] < t′[A] it also
satisfies t[A] ≤ t′[A]. Intuitively, the DC ϕ′ is minimal, while
ϕ is not minimal, as there is no benefit in adding the predicate
t[A] ≤ t′[A] to the DC. For a monotonic function f , it will hold
that f(D,Sϕ′) ≤ f(D,Sϕ); however, it may be the case that
f(D,Sϕ) ≥ 1 − ε, while f(D,S′ϕ) < 1 − ε (hence, ϕ is an
ADC while ϕ′ is not). The existence of the second property (i.e.,
indifference to redundancy) resolves this problem since, as afore-
mentioned, the same pairs of tuples satisfy both DCs, which im-
plies that f(D,Sϕ) = f(D,Sϕ′). Hence, we will either return ϕ′

(if f(D,Sϕ′) ≥ 1− ε) or none of the DCs.

Finally, we define the problem that we study in this paper.

PROBLEM 4.6 (ADC MINING PROBLEM). Given a valid ap-
proximation function f , a threshold ε ≥ 0, and a database D, gen-
erate all the nontrivial minimal ADCs for D w.r.t. f and ε.

Since generating all ADCs from the entire database may be pro-
hibitively time consuming for large databases, we also consider the
problem of mining ADCs from a sample.

4.2 ADCMiner
Our algorithm, ADCMiner is depicted in Figure 1. The input

consists of a database D over a relation schema R, a valid approx-
imation function f , and an approximation threshold ε ≥ 0. The
following are the four main components of the algorithm.

1. A predicate space generator, that builds the predicate space
PR for the given relation schema R. We use the algorithm
of Chu et al. [11] for this task. The predicates in PR may
compare the same attribute in two different tuples (i.e., t[A]ρ
t′[A]), two different attributes in the same tuple (i.e., t[A] ρ
t[B]), or two different attributes in two tuples (i.e., t[A] ρ
t′[B]). We allow comparing two attributes only if they have
at least 30% common values as in [11, 38].

2. A sampler, which draws a random sample J of tuples from
D. We provide a theoretical analysis of mining ADCs from a
sample in Section 7 and experimentally evaluate the accuracy
of the results obtained from a sample in Section 8.

3. An evidence set generator, which builds the evidence set
from the sample J . In this paper, we use an existing algo-
rithm for constructing the evidence set [38].

4. An enumeration algorithm, which takes as input the predi-
cate space PR, the evidence set Evi(J), the approximation
function f , and the approximation threshold ε and enumer-
ates all the minimal ADCs of J w.r.t. f and ε. We discuss
this algorithm in Section 6.

Algorithm ADCMiner(R, D, f , ε)

1: PR = GeneratePSpace(R)
2: J = Sample(D)
3: Evi(J) = ConstructEvidence(PR, J)
4: ADCEnum(∅, ∅,Evi(J),PR, canHit, f, ε)

Figure 1: An algorithm for discovering ADCs.

Note that, in principle, it is possible to compare attributes with
less than 30% common values; however, relaxing this requirement
may also significantly increase the number of unuseful predicates,
such as t[Age] 6= t′[Zip]. The experiments conducted by Chu et
al. [11] have shown that requiring at least 30% common values al-
lows us to identify many of the comparable attributes, while avoid-
ing a significant increase in the number of meaningless predicates.

Regarding the second component, ADCs allow exceptions by
definition, and can be seen as DCs obtained from a sample, where
the sample consists of the subset of tuples that jointly satisfy the
DC. Hence, we are able to obtain good results from a sample, in-
stead of using the whole database. Our experiments show that using
a sample of 30%−40% of the tuples, we consistently obtain results
with a high F1 score (compared to mining the whole database),
while reducing the running time by as much as 90%.

5. APPROXIMATION FUNCTIONS
In this section, we discuss three specific valid approximation

functions. Kivinen et al. [24] introduced three definitions of ap-
proximate FDs, based on three different measures, which can be
easily generalized to DCs. We start by discussing each one of these
measures and the corresponding approximation functions.

Let D be a database and let ϕ be a DC. The first measure pro-
posed by Kivinen et al. [24] (denoted by g1) is based on the pro-
portion of tuple pairs violating the constraint. Formally, we define
the following approximation function based on this measure:

f1(D,Sϕ) =
∣∣{〈t, t′〉 | t, t′ ∈ D, {t, t′} |= ϕ}

∣∣ /|D|(|D| − 1)

Note that as opposed to the definition of g1, we count the pairs
satisfying the DC rather than those violating it. Also, the denomi-
nator in our case is |D|(|D| − 1), while it is |D|2 in g1. Intuitively,
f1(D,Sϕ) is the probability to select a satisfying tuple pair among
all pairs, assuming a uniform distribution of the violations. This
measure has been used in [11] and [37, 38] to define ADCs.

The second measure in [24], denoted by g2, is based on the pro-
portion of “problematic” tuples, that is, tuples that are involved in
a violation of the constraint. Here, we define the following approx-
imation function:

f2(D,Sϕ) =
∣∣{t | t ∈ D, 6 ∃t′ ∈ D, {t, t′} 6|= ϕ}

∣∣ /|D|
We have that g2(D,ϕ) = 1−f2(D,Sϕ). If we consider an incon-
sistent database D, it may be the case that only one tuple contains
errors, but every pair of tuples that includes this tuple violates the
DC ϕ. In this case, it holds that f2(D,Sϕ) = 0, as all the tuples
appear in one violating pair. However, if we just remove this one
tuple, the DC will hold. Thus, this measure may be too sensitive,
and the last measure (g3) proposed by Kivinen et al. [24], based on
the minimal number of tuples to remove from the database for the
constraint to hold, seems to be a better fit in this case. Hence, we
introduce the following approximation function.

f3(D,Sϕ) = max
D′
{|D′| | D′ ⊆ D,D′ |= ϕ}/|D|
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That is, the value f3(D,Sϕ) (or, equivalently, 1 − g3(D,ϕ)) is
based on the size of a cardinality repair [30] of D (i.e., the largest
subinstance of D among all those satisfying the DC). The subin-
stance D′ considered in this function can also be seen as a Most
Probable Database [19] in the framework of tuple independent prob-
abilistic databases. The connection between the problems is studied
by Livshits et al. [29]. This approximation function has been used
in past work on approximate (C)FDs [9, 12, 23, 25].

We now prove that the functions f1, f2 and f3 satisfy both mono-
tonicity and indifference to redundancy.

PROPOSITION 5.1. The functions f1, f2, and f3 are monotonic.

PROOF. The denominator does not depend on ϕ in any of the
three functions; hence, monotonicity only depends on the numer-
ator. Clearly, the function f1 is monotonic, as adding more predi-
cates to ϕ can only increase the number of tuple pairs that satisfy
the DC. For that same reason, the number of tuples t ∈ D that are
not involved in any violation of ϕ can only increase, and the func-
tion f2 is also monotonic. As for the function f3, letD′ be a subin-
stance of D such that D′ |= ϕ and there is no other subinstance
D′′ of D that also satisfies this property such that |D′′| > |D′|.
Clearly, for each ϕ′ such that Sϕ ⊆ Sϕ′ it holds that D′ |= ϕ′ as
well. Thus, D′ also satisfies the condition in the numerator of f3
for ϕ′ (although D′ is not necessarily maximal in this case), and
the value f3(D,Sϕ′) cannot be lower than f3(D,Sϕ).

PROPOSITION 5.2. The functions f1, f2, and f3 are indifferent
to redundancy.

PROOF. It is rather straightforward that f1 and f2 satisfy this
property. If the same tuple pairs satisfy both ϕ and ϕ′, then the
function f1 that counts such pairs assigns the same value to both
DCs. This also implies that the same tuples are involved in viola-
tions of both DCs, and f2(D,Sϕ) = f2(D,Sϕ′). To prove indif-
ference to redundancy for f3, we will show that every subinstance
D′ of D satisfies ϕ if and only it satisfies ϕ′. This holds since ev-
ery subinstance D′ satisfying one of these DCs does not contain
any pair of tuples from D that jointly violate the DC, and since the
exact same pairs of tuples from D violate both DCs, it means that
it does not contain any tuple pair violating the other DC.

We also prove the following result regarding the relationships
between the functions f2, f3 and the function f1. As will be seen
in the next section, throughout the algorithm we always keep track
of the sets in Evi(D) that have an empty intersection with Ŝϕ;
hence, we can compute the function f1 faster than computing f2 or
f3. The next proposition allows us to reduce the number of times
we are required to compute f2 or f3 using the function f1.

PROPOSITION 5.3. Let D be a database, ϕ a DC, and ε ≥ 0.
For i ∈ {2, 3}, if fi(D,Sϕ) ≥ 1− ε then f1(D,Sϕ) ≥ 1− 2ε.

PROOF. The evidence set Evi(D) contains 2(|D| − 1) sets for
every tuple t ∈ D (two sets, Sat(t, t′) and Sat(t′, t), for every
tuple t′ ∈ D). If f2(D,Sϕ) ≥ 1 − ε, then at most ε|D| tuples
appear in a violating pair. Thus, the number of violating pairs is
at most 2ε|D|(|D| − 1), which is exactly 2ε of the tuple pairs. We
conclude that f1(D,Sϕ) ≥ 1−2ε. As for the function f3, when we
remove a tuple from D, we remove 2(|D| − 1) sets from Evi(D).
If f3(D,Sϕ) ≥ 1 − ε, then there is a subinstance D′ of D that is
obtained by removing at most ε|D| tuples from D such that D′ |=
ϕ. This observation implies that Evi(D′) contains every set in
Evi(D) except for at most 2ε|D|(|D| − 1) sets. Since D′ satisfies
ϕ, at most 2ε|D|(|D| − 1) pairs violate ϕ, which is at most 2ε of
the tuple pairs,and again we have that f1(D,Sϕ) ≥ 1− 2ε.

Algorithm GreedyF3(D,Sϕ,vios, ε)

1: (T, v) = SortTuples(D, Sϕ,vios)
2: u = |S ∈ Evi(D) | S ∩ Sϕ = ∅|
3: c = 0, R = ∅
4: while c < u do
5: let t be the first tuple in T
6: c = c+ v(t)
7: remove t from T and add it to R
8: return (|R|/|D| ≤ ε)

Subroutine SortTuples(D,Sϕ,vios)

1: v(t) = 0 for all t ∈ D
2: for all S ∈ Evi(D) such that S ∩ Sϕ = ∅ do
3: for all t ∈ vios[S] do
4: v(t) = v(t) + vios[S][t]
5: return (tuples of D in descending order of v(t), v(t))

Figure 2: A greedy algorithm replacing f3.

Finally, we discuss the computational complexity of the three
functions. The functions f1 and f2 can be computed in polyno-
mial time for both FDs and DCs. However, while the function
f3 can be computed in polynomial time for FDs [29], Livshits et
al. [28] have shown that this problem is NP-hard even when con-
sidering simple DCs over a single relation symbol (e.g., the DC
∀t, t′¬(t[B] = t′[A] ∧ t[A] 6= t′[B])). Hence, we cannot ef-
ficiently compute f3 under conventional complexity assumptions.
However, there is a simple reduction from the problem of comput-
ing 1 − f3(D,Sϕ) to the minimum-vertex-cover problem (where
the goal is to find a minimal set of vertices that intersects all edges),
based on the concept of a conflict graph, in which vertices repre-
sent tuples and edges represent violations. Since vertex cover is
2-approximable in polynomial time [3], this is also the case for our
problem. Thus, to generate ADCs w.r.t. f3 we could use the 2-
approximation algorithm with the threshold 2ε. Note that we will
return all ADCs, but we may also return some DCs for which it
holds that f3(D,Sϕ) ≥ 1− 2ε but f3(D,Sϕ) < 1− ε.

In practice, the 2-approximation algorithms for minimum vertex
cover assume an explicit representation of the graph. In our case,
this requires storing, for every set S in Evi(D), all pairs 〈t, t′〉
of tuples such that Sat(t, t′) = S. As the number of tuple pairs
is quadratic in the size of the database, storing this information
with reasonable memory usage is infeasible for large databases.
Hence, in our experimental evaluation, we implement a greedy al-
gorithm (depicted in Figure 2) instead. The algorithm is inspired by
the greedy O(logn)-approximation algorithm for minimum vertex
cover, that, in each iteration, selects a vertex that is adjacent to the
maximal number of uncovered edges, and then marks each one of
these edges as covered. While we do not provide any theoretical
guarantees on the result of this algorithm, our experimental evalua-
tion shows that using this algorithm we often obtain more accurate
results than the ones obtained using the function f2.

In the algorithm, we sort the tuples in descending order accord-
ing to the number of violations they participate in. For that, we
use the data structure vios that stores, for every set S ∈ Evi(D)
and tuple t ∈ D, the number of tuple pairs 〈t1, t2〉 such that
Sat(t1, t2) = S and either t1 = t or t2 = t. Then, we select
these tuples, one by one, while recording the change to the number
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of violations covered by the selected tuples. That is, with every tu-
ple that we select, we add the number of violations it participates
in to the number of covered violations c. We stop when the number
of covered violations c is at least the number of total violations u.
Note that the number of covered violations can be higher than the
number of total violations, as if two tuples jointly violate the DC
and are both added to the result, we count this violation twice. Fi-
nally, we return the DC if the ratio between the number of tuples in
the result and the total number of tuples is lower than the threshold.

The most time consuming part of the algorithm is the subroutine
SortTuples; hence, the time complexity is O(|D| · n) where n
is the number of distinct sets in Evi(D) (recall that Evi(D) is a
multiset), and the space complexity, which depends on the size of
vios, is the same. In all of our experiments, the number of distinct
sets in Evi(D) is orders of magnitude smaller than the number of
tuple pairs; hence, storing this data structure requires significantly
less space than storing data for every pair of tuples.

6. ENUMERATION ALGORITHM
In this section, we introduce an algorithm for enumerating min-

imal ADCs. Following Chu et al. [11], we reduce our problem to
that of enumerating minimal approximate hitting sets. The hitting
set problem is the following: given a finite set K and a family M
of subsets of K, find all subsets of K that intersect every one of
the subsets in M . A subset F is a minimal hitting set if no proper
subset of F is a hitting set. As mentioned in the preliminaries, a
pair 〈t, t′〉 of tuples satisfies a DC ϕ if P̂ ∈ Sat(t, t′) for some
P ∈ Sϕ. Hence, it is rather straightforward that ϕ is a valid DC if
Ŝϕ is a hitting set of Evi(D). Note that the other direction does
not necessarily hold, as a hitting set may not correspond to a non-
trivial DC. For example, the set {t[A] = t′[A], t[A] 6= t′[A]} is
clearly a hitting set of Evi(D), but the corresponding DC is triv-
ial. Hence, the reduction is essentially to the hitting set problem
with restrictions rather than the general hitting-set problem.

Although the complexity of enumerating minimal hitting sets or,
equivalently, hypergraph transversals is still an open problem (after
decades of research), many algorithms have been proposed for this
task (see [17] for a survey). Yet, to the best of our knowledge, the
problem of enumerating minimal approximate hitting sets has not
received much attention. Here, we refer to a set F ⊆ K that satis-
fies f(M,F ) ≥ 1 − ε for a given valid approximation function f
and a threshold ε as an approximate hitting set. Algorithmic litera-
ture typically refers to one of two problems as computing approx-
imate hitting sets: (1) enumerating hitting sets, but not necessarily
all of them (and not necessarily minimal) [1, 7, 34], and (2) com-
puting an approximate hitting set of minimum cardinality [6,8,41].
Here, we devise an algorithm for enumerating minimal approxi-
mate hitting sets, building upon an algorithm for enumerating min-
imal hitting sets by Murakami and Uno [33]. In Section 8, we com-
pare the performance of our algorithm to the discovery algorithm
used in [11, 37, 38], and show that even though our algorithm is
more general, we are able to significantly reduce the running time.

6.1 Enumerating Minimal Hitting Sets
We now introduce the algorithm of Murakami and Uno [33] for

enumeraing minimal hitting sets. In the next subsection, we will
explain how we adapt the algorithm to the approximation problem.

The algorithm is depicted in Figure 3. The input consists of three
data structures, namely uncov, cand and crit, that are initialized
from a given set K of elements and a set M of subsets of K. The
algorithm is a recursive algorithm that builds the hitting sets incre-
mentally. It starts with an empty set S, and adds elements to S

Algorithm MMCS(S, crit,uncov, cand) [33]

1: if uncov = ∅ then
2: output S
3: return
4: choose a set F from uncov
5: C = cand ∩ F
6: cand = cand \ C
7: for all e ∈ C do
8: UpdateCritUncov(e, S, crit,uncov)
9: if crit[u] 6= ∅ for each u ∈ S then

10: MMCS(S ∪ {e}, crit,uncov, cand)
11: cand = cand ∪ {e}
12: recover the changes to crit and uncov done in 8
13: recover the change to cand done in 6

Subroutine UpdateCritUncov(e, S, crit,uncov)

1: for all F ∈ uncov do
2: if e ∈ F then
3: crit[e] = crit[e] ∪ {F}
4: uncov = uncov \ {F}
5: for all u ∈ S do
6: for all F ∈ crit[u] do
7: if e ∈ F then
8: crit[u] = crit[u] \ {F}

Figure 3: An algorithm for enumerating minimal hitting sets.

until it has a nonempty intersection with every subset of M . The
data structure uncov stores the subsets of M that have an empty
intersection with the intermediate S. Since we start with an empty
S, initially, uncov contains every subset of M . The data structure
cand stores the elements of K that can be added to S in the next
iterations of the algorithm. Initially, it contains every element ofK.
Finally, crit stores, for each element e in the intermediate S, all the
subsets in M for which e is critical (i.e., all the subsets that contain
e, but do not contain any other element of S). The importance of
each one of these data structures will become clear soon.

At each iteration, the algorithm selects a subset F from uncov.
The goal is then to add at least one element of F to S, so that
the two sets have a nonempty intersection. In line 5 of the algo-
rithm, we store the intersection of F and cand in C. The set C
thus contains all the elements of F that we are allowed to add to
S. Then, every element of F is removed from cand. Some of
these elements will be added back to cand later on, while some
are permanently removed from this list. The idea is the following.
Let {e1, . . . , en} be the set of elements in C. First, we add e1 to
S, and the other elements of C still do not belong to cand; hence,
we are able to generate minimal hitting sets that contain e1, but do
not contain any other element of C. Then, we add e2 to S and we
add e1 to cand (if some condition holds, as we will explain later).
Thus, we are now able to generate minimal hitting sets that contain
only e2, or contain both e2 and e1, but do not contain any other
element of C. Then, we add e3 to S and both e1 and e2 appear in
the list of candidates, and so on. This allows us to avoid generating
the same hitting set twice, but it also allows us to prune branches in
the search tree early on, as we now explain.

Observe that a set S is a minimal hitting set only if every element
of S is critical to at least one subset. Thus, after adding an element
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Algorithm ADCEnum(S, crit,uncov, cand, canHit, f, ε)

1: if f(D,S) ≥ 1− ε and IsMinimal(S, f, ε) then
2: output DC from S
3: return
4: choose a set F ∈ uncov s.t. canHit[F ] = true
5: if such a set F does not exist then
6: return
7: cand = cand \ F
8: UpdateCanCover(uncov, cand, canHit)
9: if WillCover(S, cand, f, ε) then

10: ADCEnum(S, crit,uncov, cand, canHit)
11: recover the change to cand done in 7
12: recover the change to canHit done in 8
13: C = cand ∩ F
14: cand = cand \ C
15: for all e ∈ C do
16: UpdateCritUncov(e, S, crit,uncov)
17: if crit[u] 6= ∅ for each u ∈ S then
18: RemoveRedundantPreds(e, cand)
19: ADCEnum(S ∪ {e}, crit,uncov, cand, canHit)
20: cand = cand ∪ {e}
21: recover the changes to crit and uncov done in 16
22: recover the change to cand done in 14

Figure 4: Enumerating minimal ADCs - main.

e of F to S, the UpdateCritUncov subroutine is called. This sub-
routine updates the data structures in the following way: (a) every
subset in uncov that contains e is removed from uncov, as it no
longer has an empty intersection with S, (b) every subset that has
been removed from uncov is added to the list of subsets for which
e is critical, as it does not contain any other element of S, and (c)
for every element u in S, and for every subset F that belongs to the
list of subsets for which u is critical, F is removed from this list if
it contains e (as it now contains other elements of S).

The purpose of calling UpdateCritUncov is twofold. First, it up-
dates the data structures after adding a new element to S. Second,
it is used to prune branches in the search tree. In line 9 of the algo-
rithm, after the call to the subroutine, the algorithm checks whether
for every element of S, the list of subsets for which it is critical is
nonempty. Otherwise, as explained above, this branch will never
result in a minimal hitting set. Hence, if the test of line 9 fails, we
recover all changes to crit and uncov, and move on to the next
element of C in the loop of line 7. In this case, the element e is
not added back to cand due to the observation that if an element
is not critical for any subset w.r.t. S, it cannot be critical for any
subset w.r.t. any S′ such that S ⊆ S′. If, on the other hand, the test
of line 9 succeeds, we add e back to cand; thus, it could be added
to S later on. Murakami and Uno [33] proved the following about
the algorithm MMCS: (a) it returns only minimal hitting sets, (b)
it returns every minimal hitting set, and (c) it returns each minimal
hitting set once. They have shown that the time complexity of the
algorithm is O(‖M‖) per iteration, where ‖M‖ is the sum of sizes
of sets in M . Moreover, the space complexity is O(‖M‖).

6.2 Enumerating Approximate Hitting Sets
One may suggest to adapt the algorithm of Figure 3 to gener-

ate minimal approximate hitting sets by modifying the base case.
Instead of stopping when every subset has a nonempty intersection
with S, we will stop when f(D,S) ≥ 1−ε for the given function f

and threshold ε. It is straightforward that this will return only mini-
mal approximate hitting sets, but will it return all of them? The an-
swer to this question is negative. The problem with this approach,
which also applies to many other algorithms for enumerating min-
imal hitting sets [17], is that when we select a new subset at each
iteration and try to “hit” it, we define a certain order over the sub-
sets. For example, an easy observation is that we will never return a
set that has an empty intersection with the first chosen subset, even
if it has a nonempty intersection with any other subset.

Our algorithm ADCEnum for enumerating minimal ADCs is de-
picted in Figure 4. We modify the algorithm MMCS as follows.
First, we change the base case, as aforementioned; that is, we print
S only if f(D,S) ≥ 1 − ε. However, we also have to explic-
itly check for minimality before printing S. This is due to the fact
that while a set S of elements where each e ∈ S is critical for at
least one subset of M is guaranteed to be minimal when consider-
ing hitting sets, this is not the case when considering approximate
hitting sets, as our S is allowed to have an empty intersection with
some subsets of M . Due to the indifference-to-redundancy prop-
erty, this condition is still necessary when considering approximate
hitting sets, since we can remove elements that are not critical for
any subset without affecting the set of tuple pairs that have a non-
empty intersection with S, and, consequently, without affecting the
value of the approximation function. However, this condition is no
longer sufficient. Therefore, we check whether S is minimal in the
IsMinimal subroutine, depicted in Figure 5. There, we go over all
sets S′ of elements obtained from S by removing a single element,
and for each S′ we check whether f(D,S′) ≥ 1−ε. Recall that the
approximation functions that we consider are monotonic; hence, if
for a subset S′ of S it holds that f(D,S′) < 1 − ε, then we have
that f(D,S′′) < 1− ε for any S′′ ⊂ S′, and we do not need to go
over the subsets of S obtained by removing more than one element.

Next, we choose a subset F ∈ uncov and make two recur-
sive calls – one that “hits” the chosen F (i.e., adds an element
of F to S) and one that does not. We start with the second one.
Observe that our algorithm contains an additional data structure,
namely canHit. It is used for the additional recursive call and it
contains a single value, true or false, for every subset. Initially, the
value is true for all subsets. The idea is the following. Whenever we
choose not to hit F , this set remains in uncov. To avoid choos-
ing it again in a future iteration of the algorithm (which may re-
sult in an infinite recursion), we update canHit[F ] = false in the
UpdateCanBeCovered subroutine depicted in Figure 5. However,
F may not be the only subset in uncov that has an empty intersec-
tion with cand after removing all the elements of F from cand in
line 7. Hence, in this subroutine, we mark every subset that is still
in uncov and does not contain any element of cand. This way,
we avoid selecting these subsets in future iterations, which signifi-
cantly reduces the number of unnecessary recursive calls. Finally,
we make the recursive call after checking whether it can result in
an approximate hitting set. We check that in the WillCover subrou-
tine that adds all the elements of cand to S and checks whether
the result S′ satisfies f(D,S′) ≥ 1− ε. If this is not the case, then
the monotonicity property ensures that this branch will never result
in an approximate hitting set (since we cannot increase the value of
the approximation function by adding fewer predicates), and we do
not make the recursive call.

The second recursive call (where we hit the selected F ) is iden-
tical to the recursive call of the original algorithm and we do not
explain it again here. Note that if we did not assume indifference
to redundancy, we could not prune branches based on the crit data
structure (line 17) as done in the original algorithm, since it could
be the case that adding predicates that are not critical for any subset
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Subroutine IsMinimal(S, f, ε)

1: for all e ∈ S do
2: if f(D,S \ {e}) ≥ 1− ε then
3: return false
4: return true

Subroutine UpdateCanCover(uncov, cand, canHit)

1: for all F ∈ uncov do
2: for all e ∈ cand do
3: if e ∈ F then
4: continue outer loop
5: canHit[F ] = false

Subroutine WillCover(S, cand, f, ε)

1: S′ = S ∪ cand
2: if f(D,S′) ≥ 1− ε then
3: return true
4: return false

Figure 5: Enumerating minimal ADCs - subroutines.

actually increases the value of the approximation function (while
having no impact on the set of tuple pairs satisfying the DC).

While the algorithm of Figure 4 can be used as a general algo-
rithm for enumerating minimal approximate hitting sets, there are
two aspects that are specific to our setting. First, we do not return
the hitting set S itself, but the DC obtained from S. Second, before
making the recursive call of line 19, and after adding an element u
to S, we remove from cand all the predicates that differ from u
only by the operator. This way, we avoid developing branches that
will result in trivial DCs, such as ∀t, t′¬(t[A] < t′[A] ∧ t[A] ≥
t′[A]), and avoid developing some branches that will fail the min-
imality condition, such as ∀t, t′¬(t[A] < t′[A] ∧ t[A] ≤ t′[A])
(this is again based on the assumption that the approximation func-
tion is indifferent to redundancy, and the addition of the predicate
t[A] ≤ t′[A] cannot affect the value of the approximation function
on a set that already contains the predicate t[A] < t′[A]).

Finally, to improve the running time of the algorithm, we do not
select a random set F in line 4, but rather the set that maximizes
the intersection with cand. Murakami and Uno [33] suggested to
select the set that minimizes this intersection, as it decreases the
number of iterations in the loop of line 15, and, consequently, the
number of recursive calls. However, in our case, it increases the
number of recursive calls of line 10. Our experiments (on which
we report in the extended version of the paper [27]) show that our
choice decreases the running times, as the total number of recursive
calls decreases compared to Murakami and Uno [33].

6.3 Proof of Correctness
The correctness of ADCEnum is stated in the following theorem.

We give a proof sketch here; the full proof is in [27].

THEOREM 6.1. Let D be a database, f a valid approximation
function, and ε ≥ 0. The following hold for ADCEnum w.r.t. D,
f and ε: (a) it returns only minimal ADCs, (b) it returns all the
minimal ADCs, and (c) it returns every minimal ADC once.

PROOF. (Sketch) The proofs of (a) and (c) are rather straight-
forward. We prove (b) by induction on the depth of the recursion.

We prove that ADCEnum(S, crit,uncov, cand, canHit, f, ε)
returns every minimal ADC ϕ that satisfies:

1. S ⊆ Sϕ and Sϕ ⊆ (S ∪ cand),
2. Sϕ has an empty intersection with all the sets F ∈ Evi(D)

for which canHit[F ] = false.
Since at the beginning, cand contains all the predicates of PR and
we have that canHit[F ] = true for each F ∈ Evi(D), we will
conclude that ADCEnum(∅, ∅,Evi(D),PR, canHit, f, ε) returns
every ADC ϕ such that ∅ ⊆ Sϕ and Sϕ ⊆ cand (i.e., all ADCs).

We prove the claim by considering the two recursive calls sepa-
rately. In particular, we show that we generate, in the recursive call
of line 10, all the minimal ADCs ϕ that satisfy the conditions 1 and
2 such that Sϕ has an empty intersection with the set F selected
in line 4. Then, we show that we generate every ϕ satisfying the
above conditions such that Sϕ has a nonempty intersection with the
chosen F , in the recursive call of line 19. In this case, we generate
ϕ in the iteration of the for loop of line 15, where the last pred-
icate of Sϕ ∩ F is selected (and the rest of the predicates in the
intersection appear in cand).

Finally, we discuss the complexity of ADCEnum. There are two
components of the algorithm that affect the time complexity com-
pared to the complexity of MMCS—the additional recursive call
in line 10, and the computation of the function f that affects the
complexity per iteration. Recall that the complexity of MMCS per
iteration isO(‖M‖). In our case, we have that ‖M‖ is bounded by
|P| ·n, where n is the number of distinct sets in Evi(D). We com-
pute the function f in the algorithm |S|+ 2 times, and since |S| is
bounded by |P|, we conclude that the time complexity per iteration
is O (|P| · n+ |P| · tf ), where tf is the time required to compute
the function f . The space complexity is not affected compared to
MMCS and remains O(|P| · n).

7. MINING ADCS FROM A SAMPLE
The input to our algorithm is the evidence set and the complex-

ity of building it is quadratic in the size of the database (as we have
to go over all tuple pairs), which can be prohibitively expensive
for large databases. In this section, we show how to use a sample
from the database to produce ADCs with probabilistic guarantees,
while avoiding the cost of building the evidence set for the entire
database [20]. For simplicity, we limit our discussion to the func-
tion f1 introduced in Section 5. Recall that this function is based
on the number of tuple pairs violating the DC in the database.

Let J be a sample uniformly drawn from a database D and let
ε ≥ 0. Let ϕ be a DC. We address the following problems: (1)
how to estimate the number of violations of ϕ in D from J ; and
(2) how to use this estimate to decide on the right threshold (or
approximation function) to use when enumerating ADCs from J .

7.1 Estimating the Number of Violations
Since we consider the function f1 that is based on the number of

violations of the DC in the database, we now show how to estimate
this number from a sample J uniformly drawn from D. We repre-
sent the violations of an ADC ϕ as a conflict graph G(V,E) [10],
where V is the set of vertices corresponding to the tuples ofD, and
E is the set of edges corresponding to violations of the DC, where
an edge (t1, t2) exists if the pair 〈t1, t2〉 violates the DC. Note that
this is a directed graph since a pair 〈t1, t2〉 may violate a DC that
is satisfied by 〈t2, t1〉. Hence, the problem that we consider here is
that of estimating the density of a graph from a given sample.

To the best of our knowledge, most work on the density of ran-
dom graphs focus on the generation of samples with density re-
quirements [2,5,16,22,32,40], which seems to be a harder problem.
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Hence, the methods proposed there are too robust for our problem,
and this is reflected in the high computational complexity of the
proposed solutions. In our case, the graph that we obtain is differ-
ent for every DC, and we need to estimate the density for a differ-
ent graph in every iteration of the algorithm; hence, using solutions
with a high computational cost is infeasible. There is also a line of
work that focuses on the related problem of estimating the average
degree of a graph, given the degree of some of the vertices [14,18];
however, a basic requirement in the proposed solutions is to be able
to query the actual degree of at least O(

√
|V |) vertices. To obtain

this information, we will need to find the conflicts in which each
one of the corresponding tuples is involved, which requires going
over at least O(|V | ·

√
|V |) tuple pairs, and is again prohibitively

expensive in our case. Hence, we use a simple method for estimat-
ing the graph density from a sample, that has no significant impact
on the computational cost of our algorithm.

Let p = |E|
2·(|V |

2 )
(that is, p = 1 − f1(D,Sϕ)). Let GJ(VJ , EJ)

be the conflict graph of J . To estimate p from J , we use the value
p̂ = |EJ |

2·(|VJ |
2 )

. It can be easily shown that E(p̂) = p, so it is an

unbiased estimator of p. Note that we do not make assumptions
about the structure of the conflict graph or about the dependencies
between the edges.

We further derive error bounds on our estimator. Using Cheby-
shev’s inequality we obtain the following.

Pr(|p̂− p| > a) ≤ p

a2
·

2 · (|VJ |
2

)
+
(2·(|VJ |

2 )
2

)
4 ·
(|VJ |

2

)2 − p

 (1)

(We provide all of the intermediate computations of our analysis
in the extended version of the paper [27].) The obtained bound is
loose since we did not assume anything about the structure of the
conflict graph and the dependencies among the violations. Nev-
ertheless, we show that better bounds can be obtained under the
assumption that violations (or, equivalently, edges) are introduced
randomly and independently.

We first introduce the rationale behind random violations as fol-
lows. Assume a random polluter who is a probability distribution
over graphs on n labeled vertices, where each directed edge appears
independently with probability p. Each violation (edge) indepen-
dently occurs between two tuples without following any specific
pattern. Under this assumption, the number of edges in a sample J
produces a binomial distribution.

Pr[EJ = i] =

(
2 ·
(|VJ |

2

)
i

)
· pi · (1− p)2·(

|VJ |
2 )−i

For simplicity, we assume that the sample size is not too small
and p is not too close to 0 or 1; hence, we can approximate the
binomialB(n, p) under the mentioned conditions using the normal
distribution N(np, np(1 − p)), and we can define a confidence
interval parameterized by a confidence level 1 − 2α, and n = 2 ·(|VJ |

2

)
. The confidence interval of the normal distribution is given

by the following equation:

Pr

[
|p− p̂| ≤ z1−2α ·

√
p̂(1− p̂)

n

]
≥ 1− 2α (2)

where z1−2α is the z-score of the standard normal distribution for
confidence level 1− 2α.

In the next section, we elaborate on how to use this idea to decide
which threshold εJ should be used on the sample, assuming that the
desired threshold for the database is ε.

7.2 Computing the Sample Threshold
We now focus on the following problem. Given a sample J , a

threshold ε and an error bound α, find the thresholds that should be
used on the sample to obtain accurate ADCs with high probability.
Note that the threshold may depend on the DC itself, since differ-
ent DCs are violated by different tuple pairs, and, consequently, the
conflict graphs of different DCs are different. That is, if ϕ is an
ADC on the sample J w.r.t. εϕJ , then we require that with probabil-
ity at least 1 − α, it holds that ϕ is an ADC on the entire database
w.r.t. ε. We use Inequality (2) for this task.

Using the symmetry of the normal distribution and some stan-
dard mathematical manipulations (given in the extended version of
the paper [27]), we obtain the following.

Pr

[
(1− p) ≥ (1− p̂)− z1−2α ·

√
p̂(1− p̂)

n

]
≥ 1− α

Recall that our goal is to find an εϕJ such that if 1− p̂ ≥ 1− εϕJ then
Pr(1− p ≥ 1− ε) > 1−α. Thus, all we need to do now is to set:

(1− p̂) ≥ z1−2α ·
√
p̂(1− p̂)

n
+ (1− ε) (3)

Consequently, if we define εϕJ = 1−z1−2α ·
√

p̂(1−p̂)
n

+(1−ε),
and accept the DC ϕ if 1−p̂ ≥ 1−εϕJ , then with probability at least
1−α, this DC is an ADC on the entire database w.r.t. the threshold
ε. We conclude that we can use Inequality (3) as a criterion for
accepting or rejecting an ADC on the sample.

Observe that we can also look at Inequality (3) from a different
point of view. Rather than defining a different threshold εϕJ for
every DC, we can define the following approximation function:

f ′1 = (1− p̂)− z1−2α ·
√
p̂(1− p̂)

n

Then, Inequality (3) implies that the DC ϕ is an ADC on the en-
tire database w.r.t. the threshold ε if it is an ADC on the sample
w.r.t. the approximation function f ′1 and the same ε. Note that as
the size of the sample increases, the value n increases as well, and
the difference between f1 and f ′1 becomes small, as expected.

8. EXPERIMENTAL EVALUATION
In this section, we present an experimental evaluation of our

ADC discovery algorithm.

8.1 Experimental Setup
We implemented our enumeration algorithm, including the func-

tions f1 and f2 in Java 8. As explained in Section 5, the function
f3 is hard to compute for DCs; hence, we implemented the algo-
rithm of Figure 2, and we refer to this algorithm when mentioning
the function f3. We also used the Java implementation of the algo-
rithm AFASTDC by Chu et al. [11] and the Java implementation
of the algorithm DCFinder provided by the authors of [38].

All experiments were executed on a machine with an Intel Xeon
CPU E5-2603 v3 (1.60GHz, 12 cores) with 64GB of RAM running
Ubuntu 14.04.3 LTS. All the experiments were repeated ten times
and the average values are reported.

Following previous work on the problem of discovering DCs [4,
11,38], we evaluate our algorithm on seven real-world datasets (SP
Stock, Hospital, Food Inspection, Airport, Adult, Flight, and
NCVoter), and one synthetic dataset (Tax). Table 4 depicts the
number of tuples, attributes, and golden DCs (i.e., DCs obtained
by human experts) for each one of the datasets.
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Table 4: Datasets.
Dataset #Tuples #Attributes #Golden DCs

Tax 1M 15 9
Stock 123K 7 6

Hospital 115K 19 7
Food 200K 17 10

Airport 55K 12 9
Adult 32K 15 3
Flight 582K 20 13
Voter 950K 25 12

8.2 Running Time
We evaluate the running times of our solution on the aforemen-

tioned datasets and compare them to the running times of the al-
gorithms AFASTDC [11] and DCFinder [37]. As we do not pro-
pose a new technique for constructing the evidence set, we first
compare the running times of the enumeration algorithms; that is,
we compare ADCEnum with the algorithm SearchMinimalCovers
used in [11, 37, 38], that we denote here by SearchMC.

In the experiments, we use the approximation function f1 (which
is the function SearchMC is designed for) with the threshold ε =
0.1. Figure 6 depicts the running times of both algorithms. Note
that the y axis is in log scale. The results show that our algorithm is
two to three times faster than SearchMC on most of the datasets. As
an example, it took SearchMC 5750 seconds (96 minutes) to gen-
erate all ADCs on the entire Tax dataset, while ADCEnum finished
after 2373 seconds (39 minutes); that is, about 2.5 times faster.

In Figure 7, we present the running times of ADCMiner for all
three approximation functions. The top and bottom diagrams depict
the total running time and the running time of ADCEnum, respec-
tively. Note that the running times of ADCEnum (which is the only
part that depends on the choice of the approximation function) are
very close for all three functions, and the total running time mostly
depends on the evidence-set construction. For the same reason, we
see, in Figure 8, that the total running time of our algorithm is not
drastically lower than that of DCFinder [38], when considering the
entire dataset (however, sampling completely changes the picture).

To construct the evidence set, we used the algorithm of Pena
et al. [38], which is the fastest algorithm for that task. However,
since their algorithm was not able to process the Tax and NCVoter
datasets (using the parameters recommended by the authors) even
when dedicating almost the entire memory of our machine to the
Java heap, for these datasets we used the algorithm of Chu et al. [11]
to construct the evidence set. Hence, we do not report on the run-
ning times of DCFinder on Tax and Voter in Figure 8. While for
the Adult dataset, building the entire evidence set takes seven min-
utes, the evidence-set construction requires almost an hour and a
half on Stock, more than twenty hours on Flight, and days on Tax
and Voter. This highlights the importance of incorporating sam-
pling in our algorithm, as we are able to reduce the running times
by as much as 90%, as we explain in the next section.
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Figure 6: Running times of ADCEnum ( ) and SearchMC ( ).
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Figure 7: Total running time of ADCMiner (top) and running
time of ADCEnum (bottom) for f1 ( ), f2 ( ), and f3 ( ).
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Figure 8: Running times of ADCMiner ( ), DCFinder ( ),
and AFASTDC ( ).

8.3 Sampling
We now report on the quality of the ADCs obtained from a sam-

ple. In all of our experiments, the sample size is big enough so that

the term z1−2α ·
√

p̂(1−p̂)
n

in the approximation function f ′1 defined
in Section 7 has practically no impact on the function. Therefore,
we use the same approximation function and threshold on both the
sample and the entire dataset. In the experiments reported in Fig-
ure 9, we use a standard measure of quality, namely the F1 score

(i.e., 2 · precision×recall
precision+recall ). We compare the ADCs obtained from

the sample with the ADCs obtained from the entire dataset.
The top charts of Figure 9 show the F1 score for a fixed threshold

ε = 0.1 and varying sample sizes, ranging from 1% to 40% of the
tuples, for all three approximation functions. Clearly, the larger the
sample is, the more accurate the results we obtain. Generally, we
see that to obtain an F1 score of about 0.7 or above we need to see
about 40% of the tuples. Note that we obtain a higher F1-score
on larger datasets (for which sampling is particularly important), as
for such datasets a relatively small sample allows us to see enough
tuples to obtain accurate results. For example, on the Tax and Voter
datasets we consistently obtain an F1-score of at least 0.7 or 0.8
when seeing 30% or 40% of the tuples, respectively.

The bottom charts of Figure 9 depict theF1 score for a fixed sam-
ple size of 40% and varying thresholds, ranging from 0.01 to 0.2,
for all three approximation functions. We see that we obtain more
accurate results when considering a higher threshold, since a higher
ε allows for more exceptions, and the DCs obtained using it can be
seen as obtained using a smaller sample (as a smaller part of the
database satisfies them). Hence, we are able to obtain results with
high accuracy when considering a relatively small sample. We con-
clude that the choice of the right threshold and sample size should
be based on the size of the original dataset and the approximation
function (as we discuss in more details in the next section).
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Figure 9: F1 score for varying sample sizes and fixed ε = 0.1
(top), and varying thresholds and fixed sample size 0.4 (bot-
tom), under f1 (left), f2 (middle), and f3 (right). Datasets:
Tax ( ), Stock ( ), Hospital ( ), Food ( ), Airport
( ), Adult ( ), Flight ( ), and Voter ( ).

Next, we show the improvement in running times obtained when
using a sample. Figure 10 depicts the running times of ADCMiner
for varying sample sizes on all datasets for the function f1. (As
shown in the previous section, the running times for all three func-
tions are very close; hence, they all follow a similar trend.) On
Stock, we are able to reduce the running time by more than 60%
with a sample consisting of 40% of the tuples—from eighty five to
thirty two minutes. For Flight, the running time goes down from al-
most twenty one hours to seventy minutes—a reduction of almost
95%. For Tax, we cannot use the same algorithm for construct-
ing the evidence set on 100% and 40% of the tuples. Using the
evidence-set construction algorithm of Chu et al. [11] we obtain a
reduction of more than 94%—from 7.5 days to 10.5 hours. Us-
ing the algorithm BFASTDC to construct the evidence set we can
obtain a similar reduction (of almost 90%) in the running time [37].

Finally, we validate the theoretical analysis of Section 7. For
each dataset, we run our algorithm with the function f1 on varying
sample sizes ranging from 5% to 80% of the tuples. For each such
sample, we compute the average value of ε− p̂ over the discovered
ADCs (recall that p̂ is the proportion of violating tuple pairs). Fig-
ure 11 depicts the values obtained in this experiment. The actual
numbers are very small; hence, the reported numbers are scaled up
(i.e., multiplied by a constant 10x, where x depends on the dataset).
We see that as the sample size increases, the value ε− p̂ decreases.
Moreover, for each dataset, we have that (ε − p̂) ∼ 1√

n
(where ∼

denotes asymptotic equivalence and n is defined as in Section 7),
which supports our main result of Section 7 (i.e., Inequality (3)).

8.4 Qualitative Analysis
We now compare the three approximation functions discussed in

Section 5. For each dataset, we have a set of “golden” DCs ob-
tained by domain experts. We take a sample of 10K tuples from
each dataset and add noise to the resulting dataset, such that each
value has a probability of 0.001 to be modified, and if it is modi-
fied, then it has 50% chance of being changed to a new value from
the active domain of the corresponding column and 50% chance to
being changed to a typo. We also generate another dirty dataset in
a similar way, but here, we only allow changing values in 0.001
of the tuples. Hence, in the first dataset, the errors are distributed
among the tuples (and the number of modified tuples is usually
very close to the number of modified values), while in the second
dataset, the errors are concentrated in a small subset of the tuples.
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Figure 10: Running times of ADCMiner for varying sample
sizes—20% ( ), 40% ( ), 60% ( ), 80% ( ), and 100% ( ).

Then, we run our algorithm on the two dirty datasets obtained
from each one of the original datasets, with varying approximation
thresholds ε (ranging from 10−6 to 10−1). For each ε, we compute
the G-recall, that is, the number of golden DCs returned divided by
the total number of golden DCs. We report the results in Figure 12.
We also report the G-recall for ε = 0 (i.e., when considering valid
DCs) above each diagram (in parentheses). We observe the follow-
ing phenomena. First, the G-recall for valid DCs is consistently
zero, or very close, which highlights the importance of considering
approximate DCs. Second, the function f1 produces results with a
higher G-recall on smaller thresholds (i.e., 10−5−10−3), while the
other two functions have a higher G-recall on the larger thresholds
(i.e., 10−2−10−1). This is due to the fact that the functions f2 and
f3 are more sensitive in the sense that a single tuple adds 1

n
to the

value of the functions f2 and f3 (where n is the number of tuples),
while a pair of tuples adds 1

n2 to the value of the function f1.
Another interesting phenomenon is that we consistently obtain

a higher G-recall on the error-concentrated datasets (especially for
the functions f2 and f3). This is expected, particularly for the func-
tion f3, as when the errors are concentrated in a small subset of the
tuples, these tuples will participate in every violation of the DC,
and we only need to remove them from the database to satisfy the
DC. The function f3 (or, more accurately, our greedy algorithm)
usually behaves better than the function f2, especially on the error-
concentrated datasets, and we are able to obtain a higher G-recall
for a larger range of thresholds. As explained in Section 5, this
is due to the fact that one erroneous tuple may result in a set of
problematic tuples that contains every tuple in the database, while
if we just remove this tuple, the DC will be satisfied. For this same
reason, while with the function f2 we constantly obtain the best ac-
curacy using ε = 10−1, with the function f3 we sometimes obtain
better results with the smaller threshold ε = 10−2.

In the experiments reported in Figure 9, we have used six specific
thresholds, with which we do not always obtain the highest possi-
ble G-recall. If we conduct a more refined analysis, we find that
using the threshold 5×10−5 for the function f1 on the Tax dataset,
for example, we are able to obtain a G-recall of 1. Generally, when
increasing the threshold, we obtain more general DCs (consisting
of fewer predicates) that we do not obtain using smaller thresholds;

Tax Stock Hospital Food Airport Adult Flight Voter
0

0.2
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ε
−
p̂

Figure 11: The average difference between ε and p̂ over the
ADCs obtained from varying sample sizes—5% ( ), 10% ( ),
20% ( ), 40% ( ), 60% ( ), and , 80% ( ).
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Table 5: Approximate vs Valid DCs. Attributes: St – state, Ph – phone, G – gender, SE – single exemption, MC – measure code, OSt,
DSt – origin and destination state, Dtime, ATime, ETime – departure, arrival, and elapsed time, C – county.

Approximate DC Valid DC

∀t, t′¬(t[St] = t′[St] ∧ t[Salary] > t′[Salary] ∧ t[Tax] < t′[Tax])
∀t, t′¬(t[St] = t′[St] ∧ t[Salary] > t′[Salary] ∧ t[Tax] < t′[Tax] ∧ t[G] = t′[G]

∧t[SE] ≥ t′[SE] ∧ t[Ph] = t′[Ph])

∀t, t′¬(t[High] < t[Low]) ∀t, t′¬(t[High] < t[Low] ∧ t[Open] < t[High] ∧ t[Low] ≤ t[Close])

∀t, t′¬(t[St] = t′[St] ∧ t[MC] = t′[MC] ∧ t[StAvg] 6= t′[StAvg])
∀t, t′¬(t[St] = t′[St] ∧ t[MC] = t′[MC] ∧ t[StAvg] 6= t′[StAvg]

∧t[City] = t′[City] ∧ t[Sample] = t′[Sample])

∀t, t′¬(t[Zip] = t′[Zip] ∧ t[St] 6= t′[St])
∀t, t′¬(t[Zip] = t′[Zip] ∧ t[St] 6= t′[St]) ∧ t[Name] = t′[Name]

∧t[FacilityType] 6= t′[FacilityType])

∀t, t′¬(t[OSt] = t′[OSt] ∧ t[DSt] = t′[DSt] ∧ t[DTime] ≥ t′[DTime])
∧t[ATime] ≤ t′[ATime]) ∧ t[ETime] > t′[ETime])

∀t, t′¬(t[OSt] = t′[OSt] ∧ t[DSt] = t′[DSt] ∧ t[DTime] ≥ t′[DTime])
∧t[ATime] ≤ t′[ATime]) ∧ t[ETime] > t′[ETime]) ∧ t[Day] > t′[Day])

∀t, t′¬(t[Age] < t′[Age] ∧ t[BirthYear] < t′[BirthYear])
∀t, t′¬(t[Age] < t′[Age] ∧ t[BirthYear] < t′[BirthYear] ∧ t[C] 6= t′[C]

∧t[Status] 6= t′[Status] ∧ t[Reason] = t′[Reason])
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Figure 12: G-recall for varying thresholds under f1 ( ), f2 ( ) and f3 ( ) for spread (left) and skewed (right) noise.

however, some DCs become “too general”, and we may also lose
some of the good DCs that we obtained with the smaller threshold.
Using the above insights, we can choose a certain threshold (that
depends on the approximation function), that will generate good
results with high probability. Based on Figure 12, the best thresh-
olds in that sense are 10−4, 10−2, and 10−1 for the functions f1,
f2, and f3, respectively. Using these thresholds we obtained an
average G-recall of 0.71, 0.72, and 0.97, respectively.

Finally, Table 5 presents some of the golden DCs that we were
able to obtain with the three functions using the best threshold ac-
cording to Figure 12, as well as an example of a corresponding valid
DC from the same dirty dataset, obtained with ε = 0. The DCs
were obtained from the Tax, SP Stock, Hospital, Food, Flight, and
NCVoter datasets. Many valid DCs are obtained from a single ADC
by adding predicates to cover for the errors in the database, which
results in longer and fewer general DCs. Hence, we often obtain
fewer DCs and shorter DCs when considering ADCs. However,
this is not always the case, as sometimes we discover constraints
that are ADCs, but cannot be extended to any minimal valid DC.

For example, the DC stating that the same zip code cannot cor-
respond to two states (obtained from the Food dataset) becomes
the DC stating that the same zip code cannot correspond to two
states if the name and the type of the facility are the same. Clearly,
we do not expect to obtain such complicated constraints, which
strengthens our motivation for considering ADCs. In fact, while
this DC generally holds, there are a few multi-state US zip codes
(e.g., the zip code 84536 belongs to both Utah and Arizona). If our
original database contained two tuples with the same zip code and
different states we could not discover this DC unless considering
ADCs. This example shows that ADCs are meaningful even when
the database is clean, as they allow us to discover rules that are
generally correct, but may have a few exceptions.

9. CONCLUDING REMARKS
We investigated the problem of detecting and enumerating min-

imal ADCs from data. We introduced a formal definition of an
ADC based on a general family of approximation functions that
subsumes previous proposals. We devised an algorithm for enu-
merating minimal ADCs and experimentally evaluated its perfor-
mance on both real-world and synthetic datasets. Our experimental
results showed that constructing the input to our enumeration al-
gorithm requires orders of magnitude more time than enumerating
the ADCs for large datasets. We showed that we are able to obtain
good results (with high precision and recall) from a sample while
avoiding the high computational cost. We also provided a theoreti-
cal analysis for the problem of discovering ADCs from a sample.

The computational complexity of the problem of enumerating
(A)DCs remains open for future investigation (in terms of com-
bined complexity, where both the schema and database are given as
input). In particular, it would be interesting to understand whether
this problem is equivalent, harder or easier than the minimal hitting-
set problem. The main difference between the two problems is our
knowledge about the relationships between the elements (e.g., we
know that if a tuple pair does not satisfy a predicate then it satis-
fies the complement predicate). It is not clear how this additional
information affects the complexity.
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