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ABSTRACT
This article presents a summary of the main activities of
the Database & Information Systems Research Group at
Pontif́ıcia Universidade Católica do Rio de Janeiro (PUC-
Rio) and the Information Management Research Group at
Universidade Federal de Minas Gerais (UFMG). These two
groups played a pioneering role in the development of the
information and data management research area in Brazil.
The survey covers about four decades of research work, aim-
ing at theoretical and practical results, with increasing par-
ticipation of other groups that they helped to initiate.

PVLDB Reference Format:
A. L. Furtado, N. Ziviani. Information and Data Management at
PUC-Rio and UFMG. PVLDB, 11 (12): 2114-2129, 2018.
DOI: https://doi.org/10.14778/3229863.3240490

1. INTRODUCTION
This article is a brief survey of the activities of two Brazil-

ian academic groups, the Database & Information Systems
Research Group at the Pontif́ıcia Universidade Católica do
Rio de Janeiro (PUC-Rio), and the Information Manage-
ment Research Group at the Universidade Federal de Minas
Gerais (UFMG). Their work, already spanning about four
decades, has exerted a major influence on the Brazilian com-
munity investing on database technology, including univer-
sities and research institutes, as well as public and private
enterprises, and has enjoyed their continuing collaboration.

The first graduate program in Computer Science in Brazil
was started in 1968 by the Departamento de Informática
of PUC-Rio, with the initial support of the universities of
Toronto and Waterloo. Graduates from this program par-
ticipated in the creation of equally successful academic pro-
grams in several other Brazilian universities. Back in 1979,
the first author served as program committee chair and ed-
itor of the conference proceedings, together with Howard L.
Morgan, when the Fifth International Conference on Very
Large Data Bases was held in Rio de Janeiro. He has also
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served as trustee, and is now trustee emeritus, of the VLDB
Endowment.

The Information Management Research Group at UFMG
was started in 1982 by the second author, Nivio Ziviani,
after obtaining a PhD degree in Computer Science at the
University of Waterloo in Canada. The work of the UFMG
group has covered some of the key areas in modern Infor-
mation Management from compression, crawling, indexing,
machine learning, natural language processing to ranking.
Further, its focus on addressing practical problems of rele-
vance to society and on building prototypes to validate the
proposed solutions has led to the spin-off of four success-
ful start-up companies in Brazil, one of them acquired by
Google Inc. to become its R&D center for Latin America.
As a result, the group has established a solid reputation
in its topics of interest and combines a large experience in
technology-based enterprises with a wide network of collab-
orators in Brazil and abroad.

The activities of the Database & Information Systems
group of PUC-Rio are reviewed in Section 2, and those of
the Information Management Research Group of UFMG in
Section 3. Section 4 contains closing remarks and acknowl-
edgments.

2. DATABASE & INFORMATION SYSTEMS
RESEARCH AT PUC-RIO

Research on databases at PUC-Rio dates back to the late
seventies and covers a broad range of topics, from the early
development of the relational model to recent interdisci-
plinary applications of semiotic and storytelling concepts to
the design and specification of information systems. During
these four decades, 92 MSc and 31 PhD students graduated
from our academic program.

A number of visiting researchers had a major influence on
the early development of our group, among which we may
cite C.C. Gotlieb (the first author’s PhD supervisor, at the
University of Toronto), E.F. Codd, C.J. Date, M.M. Zloof,
M.R. Stonebraker, E.J. Neuhold and R. Fagin. Larry Ker-
schberg, today at George Mason University, was one of our
most active colleagues for several years. We are grateful to
José Paulo Schiffini from IBM Brasil, who helped us orga-
nize the Fifth International Conference on Very Large Data
Bases, held in Rio de Janeiro, on October 3-5, 1979.

We are pleased to recognize our long-standing collabora-
tion with the database groups of several Federal Universities
in Brazil, located respectively at the following states: Mi-
nas Gerais (UFMG), Rio de Janeiro (UFRJ, UNIRIO, UFF,
UERJ), Amazonas (UFAM), Ceará (UFC), Rio Grande do

2114



Sul (UFRGS, UFPel, UFSM), and São Paulo (UNICAMP).
In special, the Database Group at the Universidade Fed-
eral do Rio Grande do Sul (UFRGS) was initiated by Clésio
S. dos Santos and José M. V. de Castilho, who worked to-
wards their PhD degree under the supervision of the first
author. They would soon distinguish themselves, the for-
mer for creative leadership, and both of them for outstand-
ing teaching and research performance. Other collaborators
include research institutes such as the Instituto Nacional de
Pesquisa Espacial (INPE), Instituto Brasileiro de Geografia
e Estat́ıstica (IBGE) and the Laboratório Nacional de Com-
putação Cient́ıfica (LNCC). Among collaborating business
corporations, we should cite Petrobras, IBM Brasil and Dell
EMC. Finally, within our own department, the multimedia
group has significantly participated in our projects.

Besides the research papers to be discussed in this section,
the Database & Information Systems Group of PUC-Rio
published a number of books, among which should be men-
tioned [32], [37] and [75]. As textbooks for undergraduate
and introductory graduate courses, the group has started
long ago with [76], describing the early hierarchic, network
and relational data models, as well as file organizations and
the then available database management systems.

In what follows we shall review some of the major contri-
butions of our group, from the perspective of the first author.
The contributions are organized according to the data model
or to the underlying applications that they are based on: (1)
the relational model; (2) the entity-relationship model; (3)
several formalisms, including algebraic specification; (4) a
plan generation and recognition paradigm; (5) methods to
promote cooperative behavior; (6) the problem of publish-
ing databases on the Web; (7) a semiotic approach to the
conceptual specification of information systems; (8) adding
story-bases to data-bases. The last four topics have received
special attention.

2.1 Early Years

2.1.1 Contributions to the Relational Model
Contributions to the development of the relational model

can be traced back to the 1977 SIGMOD Conference, where
an algebra of quotient relations was proposed [74]. In a sec-
ond early paper [62], the relational model was studied from
three interdependent viewpoints. Relational databases were
first modeled by directed hypergraphs, a concept derived in a
straightforward way from Berge’s hypergraph theory. Then,
the abstract directed hypergraphs were interpreted using a
linguistic model. Finally, the hypergraphs were represented
with the help of relations and additional structures. Nor-
malization was then discussed in the context of the three
approaches. The design of relational databases based on
functional dependencies (FDs) and inclusion dependencies
(INDs) was addressed in [39]. Motivated by the above for-
mal analysis, an investigation was undertaken on how to
efficiently enforce inclusion dependencies and referential in-
tegrity [42, 43]. An analysis of the integrity constraints de-
fined in the SQL ISO standard in the light of the entity-
relationship model was also carried out [95]. Departing from
the tradition of data dependencies, a database description
framework [46] was introduced that accounts for both static
constraints and transition constraints.

The view update and the view integration problems were
addressed in several papers. The effects of a wide range of

update operations on relational views were investigated [77]
to identify which operations must be prohibited in order
to assure harmonious interactions among database users,
and which operations could be allowed, even though the
structure of the view may substantially differ from the ac-
tual structure of the database. Later on, a survey on the
view update problem was published [65], covering the two
basic approaches proposed at that time to solve the prob-
lem. The first approach suggested treating views as abstract
datatypes so that the definition of the view included all per-
missible view updates, together with their translations. The
second approach led to general view update translators and
was based either on an analysis of the conceptual schema
dependencies or on the concept of view complement to dis-
ambiguate view update translations.

2.1.2 Contributions to the Entity-Relationship Model
Results about the entity-relationship model were already

reported at the 1st ER Conference [126]. A datatype ap-
proach to database semantics was considered using the ER
model as a framework. Later on, a method, also based on ab-
stract datatypes, was proposed for representing a database
application on a simple entity-relationship data model [78]
and two constructs that capture and extend the generaliza-
tion and subset abstractions were proposed [137], together
with operations to maintain entity and relationship sets or-
ganized according to these constructs. As a result of the in-
vestigation on the ER model, an expert software tool, called
CHRIS, was developed to help in the design and rapid pro-
totyping of information systems containing a database com-
ponent [136].

Continuing this line of research, we introduced a declara-
tive way of specifying both the structure and the operations
of an entity-relationship schema [66]. The paper proceeded
to describe a plan generation algorithm and a method to
introduce the time dimension, whereby the facts that hold
at a certain instant can be inferred from the record of the
operations executed. By combining these features, the pa-
per showed how to extend temporal databases so as to cover
past, present and future states (as determined by fixed com-
mitments), as well as to draw plans coupled with time sched-
ules. A second paper [44] defined a design algorithm that
accepts as input an entity-relationship conceptual schema
and generates an optimized relational representation for the
schema (optimized in the sense that the number of depen-
dencies of the relational schema is minimized).

The question of database redesign was retaken in [131].
A mapping strategy proposed earlier [95] was generalized
in [132]. Finally, a survey, included in the Encyclopedia
of Database Systems, summarized work on mapping entity-
relationship schemas into relational schemas [22].

This long tradition of contributions to the ER Conferences
was recognized through the first author’s invited talk at the
28th ER Conference [70] and, years later, when he received
the 2014 Peter P. Chen Award [68].

2.1.3 Formal Specification and Modularization
The earliest contribution to database design based on al-

gebraic specifications was published in 1981 [125]. The pa-
per proposed a formalism adequate for the specification of
behavioral properties of data bases. Research then pro-
ceeded in three directions: complementary specifications,
stepwise refinement and modular design.
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A methodology was proposed for the systematic deriva-
tion of a series of complementary specifications of a database
application [139]. The topic of complementary specifications
was retaken in [45]. Logical, algebraic, programming lan-
guage, grammatical and denotational formalisms were inves-
tigated with respect to their applicability to formal database
specification. On applying each formalism for the purpose
that originally motivated its proposal, the paper showed that
they all have a fundamental and well-integrated role to play
in different parts of the specification process.

Stepwise refinement and modularization were addressed
in [129]. Modularization was discussed as another dimen-
sion in the specification process, orthogonal to stepwise re-
finement [41]. The modularization discipline incorporated
both a strategy for enforcing integrity constraints and a tac-
tic for organizing large sets of database structures, integrity
constraints, and operations.

2.1.4 Plan Generation / Plan Recognition
We have been working with the conceptual modeling of

information systems with a database component, consider-
ing their static, dynamic and behavioral aspects. The three
aspects were integrated through the application of a plan-
recognition / plan-generation paradigm [72]. The static as-
pect concerns what facts hold at some database state, conve-
niently described in terms of the entity-relationship model.
The dynamic aspect corresponds to events that can produce
state transitions. The behavioral aspect refers to the agents
authorized to cause events by performing the operations.

As a further development, we have started to look at
agent profiles involving three kinds of personality factors,
from which a decision-making process could operate: drives
for the emergence of goals from situations, attitudes for the
choice of plans to achieve the preferred goal, and emotions to
decide whether or not to commit to the execution of the cho-
sen plan, depending on the expected emotional gain when
passing from the current to the target state [17]. And, as
an inducement to revise individual decisions, we included
competition and collaboration interferences, as prescribed for
multi-agent contexts [141].

In order to make our conceptual specifications executable,
we created an environment where entity and relationship
classes, operations, and goal-inference rules and agent pro-
files are all represented as Prolog clauses. Also written in
Prolog, algorithms were provided, in increasingly extended
versions [140, 49], for planning and for the simulated exe-
cution of the generated plans. Moreover, it was noted that
simulation can become a useful resource to support learning
or training [50].

The plan-recognition algorithm, which we adapted in part
from [88], matches a few observed actions of the user against
a library of previously recorded typical plans. As we ex-
plained in [73], the library of typical plans, in turn, can be
constructed by inspecting the log and extracting and filter-
ing sequences of executed operations whereby the transition
indicated in some goal-inference rule has been achieved.

Treating databases as components of information systems
encompassing facts, events and agents permits a shift from
a purely descriptive to a narrative context [63]. Indeed, we
showed how to generate template-based natural language
text, by inspecting the plot-structured execution log and
analyzing it against our three-level conceptual schemas [71].
It is therefore not surprising that all the discussion in this

section applies in essentially the same way to literary gen-
res [64]. We have adopted plan-based plot composition, cou-
pled with several dramatization techniques and visual me-
dia, within an ongoing digital storytelling project [51].

The application of the plan-recognition / plan-generation
paradigm to the narrative domain [64] was presented at
the XIX Brazilian Symposium on Databases as an invited
talk, on which occasion the author received a prize from
the Brazilian Computer Society, acknowledging his contri-
butions to database research.

2.2 A Closer Look on Selected Topics

2.2.1 Cooperative Behavior
An information system exhibits cooperative behavior to

the extent that it interacts with users in ways that: con-
tribute to the achievement of the users’ goals and plans; keep
the users’ understanding of the system in harmony with the
definition and contents of the system; conform to the estab-
lished integrity and authorization constraints. In particular,
when interacting with a database, a user may be tempted
to infer further information from that explicitly obtained
from previous queries. However, since his world model is
often faulty or incomplete, a fact he infers may be false with
respect to the database. Such facts are often called miscon-
struals.

At the 10th ER Conference, in order to achieve coop-
erative behavior, an algorithm was proposed that does not
execute a request literally, but rather transforms the request
appropriately, guided by a set of modification rules [83]. The
algorithm may modify a request by invoking rules before
the request is actually executed, after the request is suc-
cessfully executed, or even after a failed execution. As part
of project NICE, a prototype tool was implemented to run
experiments with the request modification algorithm, which
incorporated a plan and schedule generation algorithm, a
temporal database package, a query-the-user facility and a
session-monitoring feature [40].

These ideas were expanded later on into a model of ques-
tion-answering [3, 130]. Taking as the starting point an
input query, the system answers the query and then, in the
course of a dialogue, tries to suggest new queries related
to the input query. The dialogue control was based on the
structure of the concepts stored in the knowledge base, on
domain restrictions, and on specific constraining rules.

The problem of avoiding misconstruals was addressed in
two papers that follow closely related strategies, but which
differ on the formalisms used. The strategy was to create
user models that capture the intuition that, whenever the
user needs to derive a positive fact F in his inference, he must
check whether the current log does not indicate that F must
be rejected. One of the papers [85] described a model for
users’ inferences that directly checked if F must be rejected.
The other paper adopted a more elegant solution based on
Default Logic [84]. Both papers considered a cooperative
interface which was responsible for all inferences from the
deductive database necessary to answer the users’ queries
and to determine what additional information to include in
the log to avoid misconstruals.

2.2.2 Publishing Data on the Web
Two basic approaches to access Deep Web data have been

proposed. The first approach, called surfacing or Deep Web
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Crawl, tries to automatically fill out HTML forms to query
databases. Queries are executed offline and the results are
translated to static Web pages, which are then indexed. The
second approach, called federated search or virtual integra-
tion, suggests using domain-specific mediators to facilitate
access to the databases. Hybrid strategies, which extend the
previous approaches, have also been proposed.

A different approach to publish Deep Web databases was
proposed in [111]. The basic strategy consists of creating a
set of natural language sentences, with a simple structure,
to describe Deep Web data, and publishing the sentences
as static Web pages, which are then indexed as usual. The
use of natural language sentences is convenient for three
reasons. First, they lead to Web pages that are acceptable
to Web crawlers that consider words randomly distributed in
a page as an attempt to manipulate page rank. Second, they
facilitate the task of more sophisticated engines that support
semantic search based on natural language features. Lastly,
the descriptions thus generated are minimally acceptable to
human users.

A similar technique was introduced in [108] to automat-
ically generate semantically enhanced descriptions of audio
and video objects. The goal was to facilitate indexing and
retrieval of the objects with the help of traditional search
engines. Basically, the technique automatically generates
static Web pages that describe the content of the digital au-
dio and video objects, organized in such a way as to facilitate
locating segments of the audio or video that correspond to
the descriptions.

Given a spoken content, the first step is to transcribe it
using an automatic speech recognition service. The set of
time-aligned text excerpts thus obtained forms what we call
the script of the spoken content, by analogy with the usual
meaning of the word. Since the script is a textual represen-
tation of the spoken content, the spoken search problem is
converted into a text search problem. The second step of
the publishing technique is to translate the script to other
languages, if desired, to reach a wider user population. The
last step is decomposed into two substeps: (a) to transform
a plain text script into a XHTML file; and (b) to annotate
the content using RDFa (Resource Description Framework
in attributes).

The technique was thoroughly analyzed by comparing the
clickstreams to the digital content before and after the au-
tomatic generation of the descriptions. The outcomes sug-
gest that the technique significantly improve the retrieval of
items, not only in terms of visibility, but also brings down
language barriers, by supporting multilingual access.

2.2.3 Semiotic Relations and Semiotic Completeness
When specifying any system, and when using it as well,

some guidelines should be available. What properties are
relevant to characterize an entity? What events should be
observed? How do agents interact, either collaborating or
competing? Is it possible to attain modularity, by setting
the focus to different degrees of detail? Which integrity con-
straints should be enforced? Our invited paper at the ER
2014 Conference [68] shows how we approached this prob-
lem. The next paragraphs highlight some aspects covered
at that occasion.

We based our proposal on studies [33, 47] asserting the
completeness, as reasoning processes, of the so-called four
master tropes: metonymy, metaphor, irony and synecdoche.

Their universality has been repeatedly emphasized, with the
indication that they may constitute “a system, indeed the
system, by which the mind comes to grasp the world concep-
tually in language” [55]. Reasoning about these tropes, we
identified four types of semiotic relations that can exist not
only between facts, but also between events and between
agents, which we denominated, respectively, syntagmatic,
paradigmatic, antithetic and meronymic relations. Infor-
mally speaking, syntagmatic relations refer to connectivity,
paradigmatic relations to similarity and analogy, antithetic
relations to negation, and meronymic relations to hierar-
chy. The term syntagmatic has been used by linguists [128]
to characterize a horizontal axis in the formation of sen-
tences, whereas paradigmatic refers to drawing a vertical
axis, to suggest alternative words to replace the word lo-
cated at some position. Antithetic would recall the rules of
grammar that impose bounds to the space of language (as in-
tegrity constraints do to the information space). Meronymy,
that would correspond to a depth axis to zoom in and out
across syntactic levels (sentence, word, syllable, etc.), was,
curiously, treated in our very first participation in Entity-
Relationship events [126], when we proposed to add seman-
tic is-a and part-of hierarchies to the ER model. Not much
later we learned about the seminal contribution of [142],
where six types of part-of were distinguished.

Another paper of our group [16] can be regarded as a first
attempt to deal with paradigmatic relations in the context
of databases. The motivating problem was that databases,
particularly when storing heterogeneous, sparse semi-struc-
tured data, tend to provide incomplete information and in-
formation which is difficult to categorize. The paper first
considers how to classify entity instances as members of en-
tity classes organized in a lattice-like generalization/speciali-
zation hierarchy. Then, it describes how the frame repre-
sentation employed for instances and classes, as well as the
closeness criterion involved in the classification method, fa-
vor the practical use of similarity and analogy, where sim-
ilarity refers to instances within the same class, and anal-
ogy involves different classes. Finally, the paper argues that
similarity and analogy facilitate querying semi-structured
data. A more in-depth investigation of classification meth-
ods based on frames was the object of another work [109],
which describes a tool to classify semi-structured data, rep-
resented by frames, without any previous knowledge about
structured classes. The tool uses a variation of the K-Medoid
algorithm and organizes a set of frames into classes, struc-
tured as a strict hierarchy.

The next step, still focusing on paradigmatic relations and
the corresponding trope, metaphor, was to promote a reuse
strategy, whereby new conceptual specifications might be
partly derived from previous ones. We argued in [30] that
analogy mappings facilitate conceptual modeling by allow-
ing the designer to reinterpret fragments of familiar con-
ceptual models in other contexts. This reuse strategy was
further examined in [31]. This paper argued in favor of
a database conceptual schema and Semantic Web ontology
design discipline that explores analogy mappings to reuse
the structure and integrity constraints of conceptual mod-
els, stored in a repository. A standard repository of source
conceptual models previously assembled by expert designers
was assumed, which less experienced designers would use to
create new target conceptual models in other domains. The
target models would borrow the structure and the integrity
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constraints from the source models by analogy. The con-
cepts were expressed in the contexts of Description Logic,
the RDF model and OWL to reinforce the basic principles
and explore additional questions, such as the consistency of
the target model.

Reusing a conceptual schema is of course a multi-phase
process. After finding a suitable source schema, adapta-
tions will often be needed in view of conflicts with the target
schema being designed. The notion of blending [60] was ex-
ploited for this objective in [38]. To support the generation
of database schemas of information systems, the paper pro-
posed a five-step design process that explores the notions of
generic and blended spaces and favors the reuse of predefined
schemas. The use of generic and blended spaces is essential
to achieve the passage from the source space into the tar-
get space in such a way that differences and conflicts can
be detected and, whenever possible, conciliated. The con-
venience of working with multiple source schemas to cover
distinct aspects of a target schema, as well as the possibil-
ity of creating schemas at the generic and blended spaces,
was also considered. Notice that, as we would indicate more
explicitly in later articles, the presence of conflicts already
suggests the need to deal with antithetic relations.

In order to extend the reuse strategy to the design of dy-
namic schemas, we employed plots, also defined as a frame-
like data structure [69]. A plot is a partially ordered set
of events. Plot analysis is a relevant source of knowledge
about the agents’ behavior when accessing data stored in
the database. It relies on logical logs, which register the ac-
tions of individual agents. The paper proposed techniques
to analyze and reuse plots based on the concepts of similar-
ity and analogy. The concept of similarity was applied to
organize plots as a library and to explore the reuse of plots in
the same domain. By contrast, the concept of analogy helps
reuse plots across different domains. The techniques pro-
posed in the paper find applications in areas such as digital
storytelling and emergency response information systems, as
well as some traditional business applications.

Frames and plots became increasingly important to our re-
search projects. Our 28th ER Conference invited paper [70],
recommends frames as an alternative to move from ER spec-
ifications to logical stage modeling, and treats frames as an
abstract data type equipped with a Frame Manipulation Al-
gebra. It is argued that frames, with a long tradition in AI
applications, are able to accommodate the irregularities of
semi-structured data, and that frame-sets generalize rela-
tional tables, allowing to drop the strict homogeneity re-
quirement.

Likewise, a Plot Manipulation Algebra was proposed to
handle plots in [87]. The seven basic operators, equally
named in both the Frame Manipulation Algebra and in
the Plot Manipulation Algebra, and working respectively
on frames and plots, were introduced in view of the follow-
ing four fundamental semiotic relations: syntagmatic rela-
tions (product, projection), paradigmatic relations (union,
selection), antithetic relations (difference) and meronymic
relations (combination, factoring).

The first three operators listed above encompass the equiv-
alent to the five basic operators of Codd’s relational algebra
(product, projection, union, selection, difference). The ad-
ditional two operators (combination, factoring) handle the
hierarchical structures induced by the meronymic relations,
being comparable to the nest / unnest operations over non-

first-normal form (NF2) tables, later admitted in the re-
lational model (cf. our algebra of quotient relations [74]).
Thus, it seems fair to claim that our algebras are semioti-
cally complete, a notion that covers an ampler scope than
that of Codd’s relational completeness. Prototype logic-
programming tools have been developed to experiment with
the frame manipulation and the plot manipulation algebras.

2.2.4 From Data-bases to Story-bases
To enable practical experiments wherein information sys-

tem domains could be viewed in terms of the stories emerg-
ing from their formal specification, we developed a pro-
totype, called IDB, described in detail in a technical re-
port [80], which allows to test our conceptually specified
event-producing operations along three successive stages.
The first stage deals with the logic programming (Prolog)
definition of the static, dynamic and behavioral conceptual
schemas. The operations, defined in a STRIPS-like declar-
ative style by their pre-conditions and post-conditions (ef-
fects), can be tested by simulated execution in workspace
memory, and can be handled by a backward-chaining plan-
generation algorithm. At the second stage, at which Pro-
log communicates with Oracle via an ODBC interface, re-
lational tables are created in correspondence to the entity-
relationship static schema, and the declarative-style oper-
ations are compiled into a semi-procedural format, where
predicates implementing select commands are generated
to check the pre-conditions, and insert, delete and update

commands to produce the effects directly on the database ta-
bles. Generated plans are treated as transactions, which are
caused to backtrack if the pre-conditions of a constituent op-
eration happen to fail. At the third stage, a second compiler
converts the semi-procedural operations into independently
executable Oracle storage procedures.

Keeping the orientation adopted in our early work [140],
our approach consistently relies on a strict abstract datatype
discipline to be maintained throughout the three stages, by
requiring that database manipulation be restricted to such
sets of pre-defined operations, whose pre-conditions and ef-
fects are articulated so as to enforce all integrity constraints.
Hopefully, some mistakes in a specification could be detected
by simulated execution or anticipated by plan-generation.
Apart from error-detection, planning should help the de-
signers to check whether each of the legitimate goals of the
prospective users, specified by way of inference rules (as-
sociating a motivating situation S with a goal G) that are
part of the behavioral schema, could be met, and, in con-
trast, whether there might exist unforeseen ways to reach
inconsistent or undesirable situations.

But actual practice may still reveal previously ignored as-
pects. Users may develop typical plans, from whose anal-
ysis the designers would be able to devise ways to intro-
duce corrections and improvements. For this purpose, as
an important complement to plan-generation, the IDB pro-
totype features a powerful plan-recognition facility. When-
ever any of the event-producing operations is executed upon
the database tables, it performs the side effect of inserting
into a Log table a record indicating the respective transac-
tion number, the current time stamp, and the name and pa-
rameters of the operation. The plan-recognition algorithm
works on this special IDB environment that comprises the
database tables, which represent entity and relationship in-
stances, and the time-stamped Log records, which register
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the execution of operations whose pre-conditions and effects
specification is available to the algorithm. Given as input a
goal G that is true at the current state, it proceeds in a back-
ward direction until reaching a motivating situation S and
yields as output one or more traces extracted from the Log,
consisting of those operations that contributed to achieve G,
i.e., sub-sequences of the Log filtered to exclude operations
not belonging to the same transaction or not contributing
to G. Frequently occurring traces are suitable candidates for
inclusion in a library of typical plans [73].

Users are also allowed to insert records, with the same
composition as those of the Log, into an Agenda table, in
order to register operations scheduled for execution at some
future time. The presence of such tables, which register the
past (or still non-committed future) occurrence of events,
together with the plan-generation and plan-recognition al-
gorithms, offers a temporal database environment, wherein,
if periodical snapshots are taken from the database tables,
it should become practically viable at a reasonable cost to
recover, by a sort of interpolation method, any intermediate
database state.

With the help of the IDB environment, we have been
working on a process-mining project, which started with a
preliminary investigation over the academic domain of our
university [81]. The project extends our early work on what
we called plot-mining [67]. A further extension is the com-
bination of traces that aim at the same given goal into a
network structure, wherein sub-sequences with similar ef-
fects are unified, and the convergence or divergence of sub-
sequences is pictorially made explicit by join or fork nodes.
By what may be termed network-oriented reasoning, one
can not only realize what the traces have in common and in
what they differ but can also devise new plans by travers-
ing the network along a path composed of parts taken from
different traces. It should be noted that an important re-
lated research project on process mining [1] also utilizes logs
and network or workflow representations, but, contrary to
our approach, is directed to legacy databases, not assuming
therefore the availability of formally defined schemas.

Since traces are stories, we feel justified to regard as a
story-base any repository associated with a log, and in-
deed we have, in our long-term digital entertainment Logtell
project [51], dealt with literary stories, applying Compu-
tational Narratology notions. In a recent paper [97], we
demonstrated how to construct networks by combining dif-
ferent variants of a folktale into a network and described
a prototype to help users with no authorial background to
interactively compose new variants. We have claimed [48]
that this interdisciplinary approach is suitable to both lit-
erary genres and business information systems and propose
to further exploit it in the continuation of our work.

3. INFORMATION MANAGEMENT
RESEARCH AT UFMG

In this section we summarize Information Management
research conducted at UFMG, from the perspective of the
second author of this article. The work of the UFMG group
has covered some of the key areas in modern Information
Management from Natural Language Processing, Informa-
tion Retrieval and Web Search Engines to Machine Learning.

In a period of more than 35 years, the group has en-
gaged in a variety of projects developed at the Laboratory

for Treating Information (LATIN), located at the UFMG
Computer Science Department. The LATIN group has a
long time tradition of cooperation with foreign institutions,
such as the Instituto Superior Técnico in Lisbon (Portugal),
University of Chile, University Pompeu Fabra (Spain), Vir-
ginia Tech (USA), Yahoo! Barcelona, and Yahoo! Santiago
(Chile).

In Brazil, it maintains a strong collaboration with groups
from several other universities. In particular, the group
helped to create the Database and Information Retrieval
Group (BDRI) at the Universidade Federal do Amazonas
(UFAM). Four out of the five initial members of BDRI re-
ceived their PhD degrees from UFMG, and two of them,
Altigran S. da Silva and Edleno Silva de Moura, are today
highly reputed and productive researchers in information
management, having the latter worked towards his PhD de-
gree under the supervision of the second author. Also im-
portant is the collaboration with the Universidade Federal
do Rio Grande do Sul (UFRGS), Universidade de Campinas
(UNICAMP) and Universidade de São Paulo (USP).

The second author formed more than sixty graduate stu-
dents, many of them occupying key positions in academia
and industry, and has a scientific production on Information
Management spread across many of the major journals and
conferences. Further, his focus on addressing practical prob-
lems of relevance to society and on building prototypes to
validate the proposed solutions has led to the spin-off of four
key start-up companies in Brazil. As a result, the group now
combines a large experience in technology-based enterprises
with a wide network of collaborators in Brazil and abroad.
Next we review some of the main contributions of the group
at UFMG from the perspective of the second author.

3.1 Group History
The research activities on the application of Information

Retrieval (IR) techniques to natural language texts started
in June 1984 when Nivio Ziviani, the group’s principal in-
vestigator, visited Gaston Gonnet at the Computer Science
Department of the University of Waterloo. At that time,
the algorithms and data structures group of the University
of Waterloo signed a 10 years contract with the Oxford En-
glish Dictionary (OED) to computerize the dictionary then
comprising 21,000 pages and 600,000 word definitions. The
OED project was coordinated by Gaston Gonnet and Frank
Tompa. Many important results on algorithms to search
natural language texts came out of that project.

Upon return to his visit to Waterloo, Nivio Ziviani started
the UFMG Information Management Group still in 1984 to
study efficient algorithms to retrieve information from nat-
ural language texts. The UFMG Information Management
Group eventually gave birth to the Laboratory for Treating
Information (LATIN) in 1994.

In 1989, the group started a fruitful cooperation with Ri-
cardo Baeza-Yates and his group at University of Chile,
with the first joint paper published in 1990 [10]. Since
then Ricardo Baeza-Yates and Nivio Ziviani have published
together close to 40 papers in conference proceedings and
journals. In 1993, they co-founded SPIRE (International
Symposium on String Processing and Information Retrieval)
whose first edition was held at UFMG and the 25th one
will be held on October 9th, 2018 in Lima, Peru. In 2005,
they co-chaired the 2005 International ACM SIGIR Confer-
ence on Research and Development in Information Retrieval,
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which was held in Salvador, Brazil. They also participated
in the RITOS and AMYRI projects funded by the Spanish
agency CYTED in the 1990s.

In 1995, Berthier Ribeiro-Neto joined UFMG and LATIN,
bringing his experience in core Information Retrieval and
ranking to the group. In 1999, jointly with Ricardo Baeza-
Yates, he published the book Modern Information Retrie-
val [12], with some chapters written in collaboration with
researchers from our group (e.g., [107, 145]). This is one of
the most cited publications in the history of IR, with 17,137
citations at the time of this writing, according to Google
Scholar Citations.1 A revised and greatly expanded second
edition of this book was published [13] in 2011.

From 1986 to 2010, Nivio Ziviani published a series of five
books on the design of algorithms and data structures2 [143,
144, 146, 147, 148]. These five books cover algorithms on
text searching, sorting, text compression, hashing, and per-
fect hashing, among other topics. Further, they also provide
various useful algorithms and their associated programs,
which can be used as a basis to build search engine pro-
totypes.

In 1998, we launched the first Brazilian search engine
called MINER, based on meta-searching, as described in [4].
In April 1998, this work led to the creation of the start-up
Miner Technology Group, one of the first web technology
companies in Brazil, which was sold to the group Folha de
São Paulo/UOL in June 1999. This was one of the first expe-
riences in spinning off a web start-up company from research
conducted at a Brazilian university, showing that research
results can be transferred to society by creating knowledge
intensive start-ups.

In November 1999, in a project developed in collabora-
tion with the UFMG Database Group headed by Alberto
Laender, an important sequel happened with the launching
of the TodoBR search engine [56]—a vertical search engine
for the Brazilian web, owned by Akwan Information Tech-
nologies. Akwan, which became a successful start-up and a
reference for web search in Brazil, was acquired by Google
Inc. in July 2005—an acquisition that became worldwide
news. With Akwan, Google bootstrapped its R&D Center
for Latin America, which is located in Belo Horizonte.

In 2006, again in collaboration with the UFMG Database
Group, we developed at LATIN the Perfil-CC Project with
the objective of assessing the research and education qual-
ity of the top Brazilian Computer Science graduate pro-
grams [96, 101]. Within that project, we conducted a study
of the scientific production of these programs in the 2004-
2006 triennium. That study compared the scientific pro-
duction of the Brazilian programs against that of reputable
programs in North America and Europe and was based on
data from DBLP - Digital Bibliography & Library Project.3

In 2009, invited by Altigran Soares da Silva and Edleno
Silva de Moura from the Information Retrieval research group
at Universidade Federal do Amazonas (UFAM), Ziviani co-
founded Neemu Technologies—an e-commerce search and
price comparison company focused on presenting product
offers to web users. Neemu was acquired by Linx, the largest
retail company in Brazil, in September 2015.

1https://scholar.google.com
2http://www.dcc.ufmg.br/algoritmos/
3http://dblp.unitrier.de

In 2010, Adriano Veloso joined LATIN, bringing his expe-
rience in Machine Learning and Natural Language Process-
ing. The group became more focused on the development of
new machine learning algorithms to improve recommender
systems, reinforcement learning algorithms, deep neural ar-
chitectures for graph data, semantic matching of images,
speech emotion recognition end-to-end computationally effi-
cient semantic parsing. Research projects have ramifications
in diverse areas including health, education and arts.

Also in 2010, the Journal of Information and Data Man-
agement (JIDM) is published by UFMG. The journal, as
the official publication of the Brazilian Computer Society
Special Interest Group on Databases, provides a forum for
academic research on databases and related topics on infor-
mation retrieval, digital libraries, knowledge discovery, data
mining, and geographic information systems, among others.

Following LATIN’s tradition of promoting and exploring
the transfer of research results and technology to society,
in 2016, Ziviani co-founded Kunumi—a start-up company
focused on making the bridge between businesses and ma-
chine learning. Kunumi produces Machine Learning knowl-
edge intensive technology that is dependent on high quality
research conducted in partnership with UFMG.

In 2018, the group created the Laboratory of Artificial In-
telligence at UFMG, sponsored by Kunumi and coordinated
by Adriano Veloso. The process of creation of the Labora-
tory is innovative at UFMG, specially in terms of intellectual
property, which is fully transferred to Kunumi. This was
possible due to a novel form of relationship between UFMG
and start-up companies created by the group: UFMG’s in-
tellectual property of any know-how derived from research
results is transferred to the start-up in the form of usufruct
of 5% of shares. Thus UFMG is a shareholder of Kunumi,
which givies it the right to participate in the social profit
and receive the obtained price in case of ownership transfer.

3.2 Some of Most Relevant Research Results
This section presents some of the group’s main research re-

sults covering the following topics: natural language process-
ing, information retrieval, web search engines and machine
learning. Note that most publications by Ziviani mentioned
in this section has graduate students as first co-author.

3.2.1 Natural Language Processing
Text Compression. Our discussion here focuses on text

compression methods that are suitable for use in an Informa-
tion Retrieval environment. By suitable means to access text
randomly and allow searching the compressed text directly
and faster than the uncompressed one, something that was
not possible to perform efficiently until the work presented
in [58, 59]. We proposed a fast compression and decom-
pression technique for natural language texts. We also have
studied alternatives to inverted index compression and text
compression considered simultaneously. In [105, 149], we
combine index compression to block addressing and sequen-
tial search on compressed text. This illustrates a win-win
case where there is no space-time trade-off.

Text Classification. Automatic text classification aims to
to create models capable of associating documents with se-
mantically meaningful categories. Automatic text classifica-
tion algorithms usually employ a supervised learning strat-
egy, where a classification model is first built using a set of
pre-classified documents, i.e., a training set, which is then
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used to classify unseen documents. In [34, 35], we focused on
web directories, producing high levels of classification effec-
tiveness (around 90%) which is good for a noisy environment
such as the Web. Similar results could be obtained in other
scenarios where hyperlinked information also existed such as
those provided by citations among scientific documents and
references among encyclopedia articles [53, 54].

3.2.2 Effective Information Retrieval
Set-Based Model. In here, we describe an algorithm that

improved the Vector Space Model (VSM) for ranking web
documents returned by a user query (VSM was proposed in
1975 by Gerard Salton from Cornell University), by taking
into account patterns of word co-occurrence using a data
mining technique called association rules, leading to signif-
icant gains in the quality of the rankings. We have devel-
oped a model that combines data mining and traditional
information retrieval models [116, 117, 118]. It presents a
new approach for ranking documents in the vector space
model that (i) patterns of term co-occurrence are consid-
ered and processed efficiently; (ii) term weights are gener-
ated using a data mining technique called association rules,
which leads to a new ranking mechanism called set-based
vector model. The components are no longer index terms
but index termsets (sets of index terms).

Hypergraph Model. Also related to web search, we pro-
posed a representation of the web as a directed hypergraph,
instead of a graph, where links can connect both pairs of
pages and pairs of disjoint sets of pages [18]. Here, the web
hypergraph is derived from the web graph by dividing the
set of pages into non-overlapping sets and using the links
between pages of distinct sets to create hyperarcs. Each
hyperarc connects a set of pages to a single page, which
provides more reliable information to link analysis methods.

Web Data Mining. Another interesting work developed by
our group is WIM – Web Information Mining [110], a model
for fast web mining prototyping. The underlying concep-
tual model of WIM provides its users with a level of ab-
straction appropriate for prototyping and experimentation
throughout the web data mining task. The experimentation
of WIM in real use cases has shown to significantly facilitate
web mining prototyping. For example, in [11] we use WIM
to study the evolution of textual content on the Web.

Assessing Academic Productivity in Computer Science.
The identification of reputable entities is important in busi-
ness, education, and many other fields. In [119], we propose
to exploit the transference of reputation among entities to
identify the most reputable ones. We instantiate our model
in an academic search setting, by modeling research groups
as reputation sources and publication venues as reputation
targets. In [120], we discuss the problem of how to assess
academic productivity based on publication outputs.

3.2.3 Web Search Engines
Crawling the Web. The quality of a web search engine

is influenced by several factors, including coverage and the
freshness of the content gathered by the web crawler. Web
crawlers find, download, parse content and store pages in
a repository. A large-scale web crawler has the following
main components: fetcher, URL extractor, URL uniqueness
verifier and scheduler. In [86], we present a new algorithm
for verifying URL uniqueness in a large-scale web crawler.
Focusing on freshness, one key challenge is to estimate the

likelihood of a previously crawled webpage being modified.
In [124], we present a genetic programming framework to
generate score functions that produce accurate rankings of
pages regarding their probabilities of having been modified.

Indexing. The usually large size of a search engine tex-
tual repository demands specialized indexing techniques for
efficient retrieval. The two most important indexing meth-
ods are suffix arrays and inverted files. We have presented
an efficient implementation of suffix arrays when the data
is stored on secondary storage devices such as magnetic or
optical disks [14]. We also have a series of works on parallel
generation of suffix arrays [89, 106]. In a more theoretical
work, we studied the problem of minimizing the expected
cost of binary searching for data where the access cost is
not fixed and depends on the last accessed element, such as
data stored in magnetic or optical disk [15, 104]. Another
theoretical work on binary search trees with costs depending
on the access paths is reported in [134]. In [123], we present
distributed algorithms to build global inverted files for very
large text collections.

Query Processing. One of the key difficulties on query
searching is that users usually submit very short and am-
biguous queries. In [61], we propose a concept-based query
expansion technique, which allows disambiguating queries
submitted to search engines. One of our main efforts is
to develop new distributed query processing strategies for
search engines. In [8], we present a real distributed archi-
tecture implementation that offers concurrent query service.
In [9], we study key issues related to distributed web query
processing. In [6], we modeled workloads for a web search
engine from a system performance point of view. The per-
formance of parallel query processing in a cluster of index
servers for modern web search systems was discussed in [7].
A model for predicting the response time of a vertical search
engine was presented in [5]. A substantial fraction of web
search queries contains references to entities, such as per-
sons, organizations, and locations. In [29], we present a
supervised learning approach that exploits named entities
for query expansion using Wikipedia as a repository of high
quality feedback documents. Content-targeted advertising,
the task of automatically associating ads to a web page, con-
stitutes a key web monetization strategy nowadays. In [90],
we propose ranking functions for associating ads with web
pages, which aims at learning functions that select the most
appropriate ads, given the contents of a web page.

Link Analysis. Information derived from the cross-referen-
ces among the documents in a hyperlinked environment is
considered important since it can be used to effectively im-
prove document retrieval. In [36, 133], we investigate how
the use of local link information compares to the use of global
link information.

Caching. In [127], we present an effective caching scheme
that reduces the computing and I/O requirements of a web
search engine without altering its ranking characteristics.
The novelty is a two-level caching scheme that simultane-
ously combines cached query results and cached inverted
lists on a real case search engine.

Detecting Replicated Web Sites. Duplicate content on the
Web occurs within the same website or across multiple web-
sites. The latter is mainly associated with the existence of
website replicas sites that are perceptibly similar. In [57], we
model the detection of website replicas as a pairwise classi-
fication problem with distant supervision. Finding obvious
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replica and non-replica cases is trivial, but learning effec-
tive classifiers requires a representative set of non-obvious
labeled examples, which are hard to obtain. We employ
efficient expectation-maximization algorithms in order to
find non-obvious examples from obvious ones, enlarging the
training-set and improving the classifiers iteratively.

Near-Optimal Space for Minimal Perfect Hashing Func-
tions. The design of new hashing methods for static sets
of keys is strongly related to the generation of indexes for
Information Retrieval systems, since a significant portion
of the time is spent in hash operations. We proposed a
construction for minimal perfect hash functions that com-
bines theoretical analysis, practical performance, expected
linear constructing time and near optimal space consump-
tion for the data structure [23, 24, 25, 26, 27, 28]. The space
consumption for the data structure considering n keys and
m = n (m the size of the hash table) ranges from 2.62n
to 3.3n bits, and for m = d1.23ne it ranges from 1.95n
to 2.7n bits. This is within a small constant factor from
the theoretical lower bounds of 1.44n bits for m = n and
0.89n bits for m = d1.23ne. An open source implementa-
tion of the algorithms is available in the C Minimal Perfect
Hashing Library (CMPH)4 under the GNU Lesser General
Public License (LGPL). It was incorporated by the Debian
and Ubuntu Linux distributions, which indicates how useful
the results are in practice. The number of downloads of an
efficient implementation on May 25th, 2018 is 35,196.

3.2.4 Machine Learning
Machine learning is based on the idea that systems can

learn from data, identify patterns and make decisions with
minimal human intervention. Artificial neural networks, a
branch of machine learning, are able to learn complicated
patterns in large amounts of data. Neural network tech-
niques are currently the state-of-the-art for identifying ob-
jects in images and words in sounds.

Learning to Rank. The group has contributed with new
algorithms that rank documents and images using machine
learning. In [2], we discuss the problem of learning to rank in
scenarios where labeled data is scarce. Specifically, we devel-
oped deep autoencoders that learn feature transformations
using inexpensive unlabeled data and available labeled data
so that it becomes easier for existing learning to rank algo-
rithms to find better ranking models from labeled datasets
that are limited in size and quality. In [138], we propose a
compositional approach for fashion retrieval by arguing that
the semantics of an outfit can be recognised by their con-
stituents (i.e., clothing items and accessories). Specifically,
we present a semantic compositional network in which cloth-
ing items are detected from the image and the probability of
each item is used to compose a vector representation for the
outfit. Finally, outfits are ranked according to the semantic
distance to the query. In [102], we apply multiple diversifica-
tion approaches for dynamic information retrieval. In [103],
we develope systems that learn about the user’s need from
his or her interactive exploration.

Recommender Systems. The group became more focused
on the development of new machine learning algorithms
to improve recommender systems. Some of the results in-
clude solutions based on techniques as diverse as collab-
orative filtering [19, 20, 21], reinforcement learning algo-
rithms [92, 93, 94], multi-objective optimization [121, 122],

4http://cmph.sf.net

genetic programming [82], taxonomies [99], and association
rules [100]. Specific challenges include new item recommen-
dation and cold-start recommendation [52], balancing di-
versity and novelty [122], and dealing with sparse data [19].
Daily-Deals sites enable local businesses, such as restaurants
and stores, to promote their products and services to in-
crease their sales by offering customers significantly reduced
prices. In [91], we propose a new algorithm for daily deals
recommendation based on an explore-then-exploit strategy.

Speech Emotion Recognition. Emotion recognition from
speech is one of the key steps towards emotional intelligence
in advanced human-machine interaction. Identifying emo-
tions in human speech requires learning features that are
robust and discriminative across diverse domains that differ
in terms of language, spontaneity of speech, recording con-
ditions, and types of emotions. In [98], we propose an archi-
tecture that jointly exploits a convolutional network for ex-
tracting domain-shared features and a long short-term mem-
ory network for classifying emotions using domain-specific
features. We use transferable features to enable model adap-
tation from multiple source domains, given the sparseness of
speech emotion data and the fact that target domains are
short of labeled data.

Deep Neural Architectures for Graph Data. More recently,
we focused on the design and development of novel deep neu-
ral architectures for learning node representations on large
graphs [112, 114]. Anomaly detection (a.k.a. outlier detec-
tion) aims to discover rare instances that do not conform
to the patterns of majority. In [113], we present a gener-
alized active learning approach for unsupervised anomaly
detection problem.

Semantic Parsing and Question Answering. We devel-
oped efficient and effective deep learning architectures to
text understanding. Application scenarios include end-to-
end computationally-efficient semantic parsing [115] for map-
ping natural language utterances into machine interpretable
meaning representations and question answering [150]. Query
understanding is a challenging task primarily due to the in-
herent ambiguity of natural language. A common strategy
for improving the understanding of natural language queries
is to annotate them with semantic information mined from
a knowledge base. In [79], we propose a framework for learn-
ing semantic query annotations suitable to the target intent
of each individual query.

Medical Data Analysis. Recently, we applied artificial neu-
ral network algorithms to medical data analysis that lead to
improved diagnoses and treatment [135]. Current endeav-
ors are concentrated on answering big questions with direct
impact in health, developing (i) new models based on convo-
lutional and recurrent networks that are trained to perform
dynamic predictions about the health condition of patients
in intensive care units where predictions are interpretable,
thus enabling clinical reasoning, (ii) new machine learning
technologies for automatically evaluating blood panels for
screening the Alzheimer’s disease in a non-invasive way with
the potential to affect large scale sub-populations, (iii) natu-
ral language processing models that are based on jointly pro-
cessing speech and facial information for recognizing chronic
pain in human adults and fetuses.

Painting Authentication. Finally, we are currently devel-
oping machine learning models to facilitate authentication
and attribution of drawings and paintings of Cândido Porti-
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nari.5 Our models are based on quantifying his style charac-
teristics and generate images that resemble the style of this
world-famous Brazilian painter.

4. CLOSING REMARKS AND
ACKNOWLEDGEMENTS

The activities of the two groups are in a broad sense
complementary. They were created independently and ad-
dressed different topics, though at all times jointly partic-
ipated in many initiatives towards the development of the
database community in Brazil. One especially relevant re-
search wherein the two groups have collaborated was re-
ported in section 2.1.2 [22, 44, 95, 131, 132].

The creation and early activities of the other university
groups have been reported in detail in online accessible is-
sues of the Journal of Information and Data Management
(JIDM), whose importance as a forum of database research
interchange has been stressed:

• UNICAMP (https://seer.ufmg.br/index.php/jidm/
article/view/229)

• UFPE (https://seer.ufmg.br/index.php/jidm/
article/view/121)

• COPPE/UFRJ (https://seer.ufmg.br/index.php/jidm/
article/view/119)

• UFAM (https://seer.ufmg.br/index.php/jidm/
article/view/120)

• UFC (https://seer.ufmg.br/index.php/jidm/
article/view/118)

• ICMC/USP (https://seer.ufmg.br/index.php/jidm/
article/view/125)

• IME/USP (https://seer.ufmg.br/index.php/jidm/
article/view/128)

• UFRGS (http://www.academia.edu/2957853/
The Database Research Group at UFRGS)

All these groups have fared successfully both in research
and teaching. In the 2017 evaluation of the graduate pro-
grams in Computer Science carried out by the Coordenação
de Aperfeiçoamento de Pessoal de Nı́vel Superior (CAPES)
of the Brazilian Ministry of Education, the following univer-
sities received the highest grade6: UFPE, COPPE/UFRJ,
PUC-Rio, UFMG, ICMC/USP, UNICAMP, and UFRGS.

To report the work at PUC-Rio, the first author counted
with the help of his colleague Marco A. Casanova, with
whom he has been working in equal partnership along all
these years. Regarding the preparation of the UFMG sur-
vey, the second author is grateful to Alberto H. F. Laender
and is pleased to recognize the continuing collaboration of
his Database Research Group.

The research projects of both groups are partially sup-
ported by grants from two federal government agencies: Con-
selho Nacional de Desenvolvimento Cient́ıfico e Tecnológico
(CNPq) and Coordenação de Aperfeiçoamento de Pessoal
de Nı́vel Superior (CAPES). At the state level, the projects

5http://www.portinari.org.br/
6http://avaliacaoquadrienal.capes.gov.br/resultado-da-
avaliacao-quadrienal-2017-2

of the PUC-Rio group receive additional financial support
from Fundação Carlos Chagas Filho de Amparo à Pesquisa
do Estado do Rio de Janeiro (FAPERJ), and those of the
UFMG group from Fundação de Amparo à Pesquisa do Es-
tado de Minas Gerais (FAPEMIG).
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