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The database community prides itself on scalable data
management solutions. In recent years, a new set of scal-
ability challenges have arisen in the context of Internet-
scale peer-to-peer (p2p) systems, in which the scaling met-
ric is the number of participating computers, rather than the
number of bytes stored. This is new and intriguing territory
for the design of data management algorithms and systems.

The best-known application of p2p technology to date
has been filesharing, which despite its sometimes unsa-
vory use has been a vibrant technology driver. In addition
to filesharing, there are compelling new application agen-
das for p2p systems including Internet monitoring, con-
tent distribution, distributed storage, multi-user games and
next-generation Internet routing. The energy behind p2p
technology has led to an academic renaissance in the dis-
tributed algorithms and distributed systems communities,
much of which directly addresses issues in massively dis-
tributed data management.

Internet-scale systems present numerous unique techni-
cal challenges, including steady-state ”churn” (nodes join-
ing and leaving), the need to evolve and scale without re-
configuration, an absence of ongoing system administra-
tion, and adversarial participants in the processing. These
challenges are not unique to what we commonly think of as
p2p deployment scenarios. Hence many “p2p” techniques
have relevance for any large distributed system in which
the scale and distribution of the infrastructure makes tradi-
tional administrative models untenable.

In this tutorial we will focus on key data management
building blocks including:

• Architectures for popular filesharing systems

• Indirection in time and space

• Structured overlay networks such as Distributed Hash
Tables (DHTs), and their relationship to Interconnec-
tion Networks in parallel computers
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• Embeddings of computations and communication in
structured networks

• Persistence models for the Internet, including soft
state and stronger guarantees

• Federated resource allocation

• Challenges in security and trust

We will also discuss motivations for the use of p2p tech-
nologies in both the popular conception of the term, and in
related scenarios.

We will ground the presentation in experiences from
deployed systems, including popular filesharing systems
(Gnutella, KaZaA, BitTorrent), DHTs (Chord [7], Bam-
boo [6], Kademlia [5]), storage systems (LOCKSS [4],
OceanStore [3]), and general-purpose query engines
(PIER [2]). We will also discuss the PlanetLab [1] infras-
tructure for prototyping and deploying distributed systems.
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