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Abstract

This paper proposes a system for personaliza-
tion of web portals. A speci�c implementation
is discussed in reference to a web portal con-
taining a news feed service. Techniques are
proposed for e�ective categorization, manage-
ment, and personalization of news feeds ob-
tained from a live news wire service. The pro-
cess consists of two steps: �rst manual input is
required to build the domain knowledge which
could be site-speci�c; then the automated
component uses this domain knowledge in or-
der to perform the personalization, categoriza-
tion and presentation. E�ective schemes for
advertising are proposed, where the target-
ing is done using both the information about
the user and the content of the web page on
which the advertising icon appears. Auto-
mated techniques for identifying sudden vari-
ations in news patterns are described; these
may be used for supporting news-alerts. A de-
scription of a version of this software for our
customer web site is provided.

1 Introduction

In recent years, the growth of the world wide web has
lead to the proliferation of a large number of elec-
tronic commerce sites which require the use of per-
sonalization systems. Such systems include recom-
mender systems and information �ltering techniques
[1, 9, 10, 11, 18, 23]. In addition, electronic com-
merce sites and portals may have needs for applica-
tions in which the user-behavior at the site is used in
order to make recommendations about advertisements
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or other products. Such personalized recommenda-
tions comprise e�ective target marketing techniques,
and increases the potential likelihood of the recom-
mended item to be of interest to a given customer. A
detailed survey and references on such techniques may
be found [16, 17, 19].

One example of an environment in which personal-
ization can be o�ered that of news wire services via
live online text news feeds at a web site. Often, par-
ticular sites may be interested in news of a particular
nature, topic, and organization which may be di�er-
ent from the natural topical schemes used by the news
providers. A subscription based news service may also
wish to present users with news items determined to
be of greatest interest to them. Furthermore, elec-
tronic systems for news dissemination change the na-
ture of the advertising which can be performed at that
site, since the advertisements can be placed dynami-
cally on web pages depending upon the content of the
page and the user who is accessing the news article.
This kind of targeted advertising greatly enhances its
value from the point of view of merchants. For such
cases, e�ective methods for news �ltering, presenta-
tion, recommendation, and advertising are required
using personalization software at the web site itself.
The features provided by a given personalization sys-
tem are critically dependent upon its architecture and
the goals with respect to which it was created. Much of
the recent research has touched on various algorithmic
and architectural aspects [2, 3, 4, 8, 10, 11, 18, 19, 20]
of personalization systems; an integrated view of the
system architecture, recommendation algorithms and
interfaces is valuable from the point of view of both
researchers and implementors.

In this paper, we discuss a personalization system
for management of news. We discuss an overview of
the various features and also highlight the di�erent
choices which may be made while o�ering these fea-
tures to the di�erent users. We integrate several per-
sonalization and text mining algorithms into this sys-
tem and also discuss some novel features which have
not been discussed elsewhere in the literature. We
illustrate our system using a personalized news feed
system built for a company speci�c web site.



The features which this system can provide are the
following:

� Methods for news �ltering: News which are not
relevant to the given site are automatically �ltered
out.

� Methods for news organization: News may be or-
ganized based on particular categories which are
speci�c to that particular site.

� Personalized news presentation: The system can
provide news which is personalized and tailored
to individual people. Thus, for example, if a per-
son has been tracked to be a fan of sports related
pages, then news corresponding to this topic is
presented to him.

� Personalized advertisements: We discuss tech-
niques for providing personalized advertisements.
Advertisements are placed on web pages depend-
ing upon both the content of the web page and
the user viewing it. This creates the possibility of
targeted advertising on the internet.

� Methods for news alerts: The system supports
techniques for supporting news alerts: sudden
bursts in news on a given topic; something which
we detect by mining sudden changes in trends.

� E�ective search capability: The system provides
semantic keyword search capability; it is possible
to search for news items related to to a given key-
word, but not necessarily containing it.

This paper discusses a personalization software
which is tailored to portals containing news feeds.
However, the techniques and architecture discussed
can be utilized for applications such as development
of personalized portals. Such applications are still in
their infancy, but have great demand because of the
commercial advantages from the target marketing op-
portunities thus created. Often portals provide the
primary gateway which controls the user accesses to
di�erent web pages and sites. It is clear that the poten-
tial from personalizing this access in order to improve
the click-through rates of web sites has advantages to
both merchants and consumers. We discuss the appli-
cation of our system for such cases.

This paper is organized as follows. In the next sec-
tion, we discuss the system architecture and engines
which are needed for this personalization software. We
provide details of the text mining techniques which
may be used in order to support the di�erent features
which have been enumerated above. Section 3 pro-
vides details of the actual interface which is used for
supporting news �ltering on a web site. In section 4,
we discuss how the techniques of this paper may be
applied to generic portal-based applications. The con-
clusions and summary are presented in section 5.
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Figure 1: The System Architectures

2 System Architecture and Engines

The overall system architecture for the method is il-
lustrated in Figure 1. The system has four main com-
ponents; the user interface component which holds the
software for the users to interact with the system (in-
cluding backend software for generating traces from
user behavior), the pre-processing software which uses
the trace, domain knowledge and newsfeed to pre-
process the data, the pre-processed data itself, and
the di�erent engines which use this pre-processed data
in order to actually perform the recommendations.

The idea of separating the pre-processor from the
engines which provide the recommendations is a simple
but important one. The text mining algorithms and
models which are used for �nding the trends and pat-
terns in the data are often compute-intensive and re-
quire hours in order to process e�ectively. On the other
hand, a personalization application has online require-
ments; recommendations and personalization needs to
be performed when the users access web pages. This
leads to a natural OLAP (Online Analytical Process-
ing) approach to personalization; separate out the
tasks which cannot be performed in real time and pro-
cess them periodically in order to create intermedi-
ate data structures and characterizations. The exact
rate at which one is willing to perform this periodic
processing depends upon the computational resources
available at that site. Clearly, more frequent process-
ing provides up-to-date recommendations. A natural
choice is to perform the processing daily during the
night.

Some examples of the pre-processed data contained
in the internal data structures include summary infor-
mation on user browsing behavior, site speci�c text be-



havior, temporal text trend behavior and the statistics
from the di�erent models which are executed period-
ically. These characterizations, trends and statistics
are stored in the internal data structures of the ar-
chitecture. In addition to the pre-processed data, the
internal data structures also store the raw text of the
news articles. The various engines of the system in-
teract with these data structures in order to deliver
the personalized results in real time. These results are
then utilized by the presentation interface (see Figure
1) which dynamically constructs the personalized web
page for the user.

It is assumed that each user of this system can be
identi�ed in some way, typically through the use of
a registration interface. During this registration pro-
cess the user may also be prompted for his preferences
which are used for the purpose of personalized presen-
tation. This information is stored in the User Prefer-
ence Information block of Figure 1. Subsequently, the
user needs to login whenever he uses the system, so
that the appropriate part of the user preference and
behavioral pro�le can be identi�ed. The various en-
gines of the system have access to this user preference
behavior in order to personalize the presentation of
the news. Details of each user's browsing activities
are kept track of with the use of a trace update rou-
tine. This may be used for the automated part of the
personalization (which does not require user feedback).
The various engines for performing the personalization
are described in greater detail in later subsections.

2.1 Data Preparation and Pre-processing

In this section, we discuss the techniques for data
preparation and pre-processing which are necessary for
the e�ective use of of the software. This pre-processed
data is stored in the internal data structures of the
software. The actual process is performed periodically
in a batch mode. The resulting data structures are
used to provide the users with personalized web pages
in real time. The pre-processing is of the following
kinds:

� Independent pre-processing: This kind of pre-
processing is independent of the actual user be-
havior or the domain information available at the
site. The only purpose is to �nd the lexical-chains
in the news in order to determine the aggregate
lexical patterns. It has been observed in earlier
work [12, 13] that many text retrieval algorithms
face a qualitative performance problem because of
the inherent synonymities and ambiguities (poly-
semy) in textual descriptions. Thus, two docu-
ments containing very di�erent vocabulary could
be similar in subject material. Similarly, two doc-
uments sharing considerable vocabulary could be
topically very di�erent. Often, the ambiguity of
the term can be resolved only by viewing it in the

context of other terms in the document. In or-
der to deal with this issue, we used pre-processing
techniques in order to construct lexical-chains.
Each chain thus generated describes a set of words
which are related to similar topics and hence co-
occur frequently in documents. This is like an au-
tomatic thesaurus. A typical example of a lexical-
chain could be:
army (22), troops (18), regiment (9), barracks
(12)...
The numbers in brackets denote the weights (rel-
ative importance) corresponding to each topic.
This lexical-chain may be generated using word-
clustering techniques as discussed in [7].1 We will
see that these lexical chains can be e�ectively used
to determine the summary trends in the data.

� Domain dependent pre-processing: As indicated
earlier, it may be desirable to categorize and �l-
ter the news-feeds depending upon a site-speci�c
categorization. To this purpose, the sets of top-
ics along with sample articles for those topics are
provided. These are used in order to �nd the
most relevant lexical chains to the di�erent topics.
This information is in-turn used for categorization
and organization of the news feeds as they come
in. More details of this technique are provided
in a later section. Note that in many cases, the
domain-speci�c information may also be obtained
from the news-providers themselves, if the topical
categorization of the news provider matches that
of the site manager.

� User-speci�c pre-processing: This kind of pre-
processing has to do with e�ective tracking of
the aggregate user-behavior. In order to do so,
the web traces are processed periodically and the
access patterns of individual users is character-
ized. Then clustering techniques are used in or-
der to partition the database into groups of simi-
lar users. The prominent articles accessed by the
users of di�erent clusters are characterized and in-
dexed during this process. The index structures
required for implementing collaborative �ltering
techniques are also constructed during this phase.
We provide more details about these individual
techniques in a later section. In addition, the
models for delivering personalized advertisements
are formulated and solved during this phase. The
resulting summary parameters are stored for later
use during the recommendation process.

� Site-speci�c pre-processing: It is useful to main-
tain the aggregate access of the di�erent articles
over the past few days in order to determine the

1A typical estimate of the number and length of the lexical
chains are as follows: in one of our applications there were 800
lexical-chains, and a typical lexical-chain contained an average
of 100 words.
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hot topics and trends. This is achieved by peri-
odically processing the web traces and storing the
resulting statistics separately.

The pre-processor maintains a set of update API's
which invoke the routines which maintain the internal
data. It is preferred to invoke these routines period-
ically, along with some exibility to invoke the API's
when there are large amounts of new data arriving into
the system.

2.2 News Organization and Filtering

In order to perform the training, we �rst match the
various categories of news articles to the di�erent
lexical-chains. In order to do this we would like to
get an idea of the nature of the similarity between the
lexical chains and the news articles from various top-
ics. First, we convert each lexical-chain into a meta-
document by treating the weight of each word in the
chain as a pseudo-frequency. Then, we calculate the
average similarity of the documents in that topic to
the lexical-chain using a standard similarity measure
(such as the cosine, dice or jaccard coe�cients [22]).
This similarity value is referred to as the activation
weight. An lexical-chain is related to a given topic,
if the corresponding activation weight is above a pre-
de�ned activation threshold t. This pre-de�ned pa-
rameter is chosen as matter of experience by the do-
main expert. An example of a small subset of such a
relationship is shown in Figure 2. This relationship is
used to generate di�erent kinds of rules which match
the lexical chains to the di�erent topics relevant to that
web site. The a�nity of a given rule is determined by
the corresponding activation weight between the chain
on the LHS (Left Hand Side) of the rule and the topic
on the RHS (Right Hand Side) of the rule. These rules
are stored in the internal data structures of the system
architecture as illustrated in Figure 1.

In order to organize the news articles, we �rst �nd
all the lexical-chains whose similarity to the document
is larger than t. Then the documents are represented
in terms of these lexical chains for the purpose of clas-
si�cation. For a given document, we assign a score

to each of the topics by summing the a�nities of the
all the rules which are relevant to the chains in that
document and the corresponding topic. For example,
consider the case when a particular news article con-
tains chains 3, 5, and 6 of Figure 2, and the a�nity
values for the relevant rules are as follows:
Chain 3 )0:23 Election News
Chain 3 )0:21 Current Events
Chain 5 )0:18 Election News
Chain 5 )0:31 Legislative News
Chain 6 )0:20 Election News
Chain 6 )0:27 Current Events
The corresponding a�nity values are indicated just be-
low the ) sign. Thus, the news article is relevant to
Election News (score = 0:23 + 0:18 + 0:20), Current
Events (Score = 0:21 + 0:27), and Legislative News
(Score = 0:31). These scores may be used in order
to organize and �lter the news articles by �nding the
highest scored news articles for each topic. Thus, some
news-articles may be relevant to multiple topics or no
topic at all for that particular site. As the newsfeed
enters the site, the categorization and �ltering engine
�rst determines the corresponding lexical chains in the
article, and then the relevant rules which need to be
�red. For this purpose, the categorization and �lter-
ing engine interacts with the internal data structures
which index the rules by the di�erent lexical chains on
the left hand side of the rule. These indices are pe-
riodically generated during the pre-processing phase.
Once these chains have been determined, the appropri-
ate scores for each topic are calculated and the news
articles and �ltered and organized into the proper sec-
tions.

2.3 Providing Personalized News Items to
Users

The system can also provided personalized news which
is tailored to individual users. This system can be ef-
fectively implemented when there is a system for track-
ing the news items which are being accessed by the
users. The tracking could be either session-speci�c
or could extend over multiple sessions. In order to
do so, we track the behavior of users in terms of the
lexical-chains present in the news articles accessed by
them. A lexical-chain is said to be present in a news
article, when its similarity of the corresponding meta-
document to the news article is larger than the pre-
de�ned activation threshold t. Thus, a data represen-
tation is created in which we have one record for each
subscriber, and each feature is a continuous variable
corresponding to a lexical chain. The feature value
for the feature variable corresponding to a given lex-
ical chain is its relative frequency with respect to all
lexical chains accessed by the subscriber. Then, clus-
tering techniques are used in order to determine the
clusters of most similar customers. Note that straight-
forward clustering techniques are impossible to use in



such cases, because of the extremely large dimension-
ality2 of the problem. For such cases, the dimen-
sionality curse becomes a serious impediment. Re-
cently proposed projected clustering techniques [6] can
be used e�ectively in such situations. These meth-
ods determine clusters by adaptively �nding subsets
of points together with subspaces in which those sub-
sets of points cluster well. For each cluster, the most
commonly read news articles are determined. In or-
der to do this, we need to maintain indices associated
with each cluster so that the relevant news articles can
be quickly identi�ed. Personalized news items are rec-
ommended to individual customers by presenting the
news-articles which are read by other users who are in
the same or nearby clusters.

In addition, users may also be able to pick and
choose news items which are of special interest to
them. In order to provide this capability, a user-
interface needs to be provided, which can be used in
order to provide feedback about individual user inter-
ests. This feedback may be used in order to directly or-
ganize and �lter the news-articles for individual users
directly based on their interests. Another option is
to use collaborative �ltering [4, 20] techniques which
identi�es other news-articles which have been read by
similar users. Our techniques di�er from some of the
earlier methods in that it recognizes the sparsity of
ratings that users are willing to volunteer. This makes
it di�cult to build a peer group of other similar users
since there are not many common items which have
been rated by the di�erent users. For this purpose,
we de�ne peers by de�ning a directed graph in which
each user is represented by a node, and an edge is de-
termined by the commonality in ratings of two users.
Two nodes are connected by an edge if (1) enough
number of commen items are rated by both users. (2)
The pattern of the ratings of one user can be trans-
formed to the other with the use of a simple linear
transform. A detailed description of the method may
be found in [4]. A peer-group of an individual user is
constructed by �nding all the users within a certain ra-
dius of a node. Thus, this generalizes the notion of peer
groups to include users who are indirectly connected
to the target user, by a path of common pattern of
ratings. Then, we �nd the most frequent news-articles
which have been read by this peer group and report
these as possible recommendations. In order to do so,
we maintain inverted indexes which maintain a list of
the users who have accessed each article. These in-
verted indexes are generated periodically during the
pre-processing phase discussed earlier.

2.4 Personalized Advertisements

Advertising is a considerable source of revenue for web
sites, and has often been successful in paying for var-

2As discussed earlier, a typical dimensionality would be
around 800.

ious services such as email [24]. This also has con-
siderable potential for content providers such as news
services. Advertisements on web pages typically occur
as either inline or text links. We assume in our model
that each web page on a server has a certain num-
ber of standard sized slots containing either the inline
images themselves or text links to the actual pages.
We say that an advertisement is exposed when a web
page containing a slot with the advertisement is served
to a client. We say that an advertisement is clicked
through when a client chooses the link corresponding
to an exposed advertisement. The probability of a
client viewing such a link when it is actually presented
is dependent on how well the advertisement matches
the interests of that person. Typically advertisers are
willing to pay much more for placing advertisements
in sites where the administrator can target the ad-
vertisement to the population viewing it. Speci�cally,
advertisers often measure the number of times a per-
son sees and/or clicks on an advertisement. The cost
of an advertising contract may often depend upon the
rate of click-throughs on an advertisement when it is
exposed.

Such advertisements can be tailored to the content
of the document and therefore to the user viewing
them. The idea here is to maximize the probabil-
ity that users actually click-through on advertisment
icons when they are exposed on a given web page. In
addition, web sites may have contractual obligations
and pricing models for exposing certain advertisements
for a pre-speci�ed number of times in a given time-
period. Our technique uses a network ow optimiza-
tion model in order to calculate the number of times
advertisements are assigned to various pages in order
to maximize the click-throughs and also meet the con-
tractual obligations for advertisement exposures. The
model admits exible pricing models and contractual
arrangements. In addition, it takes into account fac-
tors such as web page access rate distribution, content
a�nities and user behavior. The actual model is pe-
riodically solved by the pre-processor in batch mode
using the data collected from user access statistics.
The model then provides intermediate data which is
stored in the internal data structures. This interme-
diate data is used in order to make quick decisions on
real time assignments of advertisements to requests for
web pages.

The advertisement model takes the popularity and
the content classi�cation of the pages into account for
the purpose of performing the assignments. This is
done by a two-stage process. We note that even though
the initial stage is not absolutely necessary, it is rec-
ommended, since a few simple pieces of input from the
site administrator can improve the e�ectiveness dra-
matically. The �rst stage is a rough \keyword assign-
ment" stage in which the site administrator assigns a
certain number of speci�c keywords to each of the the
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web pages corresponding to their content. (We assume
that a keyword \generic" is also available as a \catchall
phrase" so that lazy administrators have the choice of
allowing the process of assignment to completely de-
pend upon statistical information if necessary.) The
precise choice of keywords is site speci�c and is based
on the administrator's understanding of a rough clas-
si�cation of the kinds of advertisements which may be
hosted on that server. This process is used to generate
what we refer to as a \possibility graph", correspond-
ing to the possibilities for assigning advertisements to
pages. An example of a keyword assignment process
is illustrated in Figures 3 and 4. Figure 3 shows an
initial keyword assignment, while the Figure 4 (possi-
bility graph) shows all the corresponding possibilities
for actual assignments of advertisements to pages.

The construction of the possibility graph is a key
step in obtaining good assignments of web pages to
advertisements. The primary focus of this section is
to show how good assignments may be generated by
solving a network optimization problem for which the
parameters are determined by using statistically fore-
casted data. An important piece of statistical infor-
mation used in order to create the model is the click-
exposure ratio.
Click/Exposure Ratios: The click expo-

sure/ratio is the ratio of the number of times an ad-
vertisement is accessed to the number of times a user
views the page containing the advertisement itself.
The higher this value, the greater the success rate of
the advertising process. The click/exposure ratio is
speci�c to both the page which is being accessed, and
the particular advertisement occuring on that page. In
order to estimate this value, we use the click and ex-
posure statistics of each day. At the end of each day,
the statistics of the click-exposure ratio for each pair
of web pages and advertisement are collected. At the
beginning of each day, the data of the previous day is
used in order to solve a network optimization model



(as will be discussed in Figure 5) which decides the �-
nal advertisement assignments to pages. This is done
by the preprocessor module of the system.

We now discuss how to actually construct the opti-
mization model in order to �nd a solution to the ad-
vertisement assignment problem. The model assumes
that we wish to maximize the total number of click-
throughs on advertisements. Hence, in this case, the
model is relatively simple, and does not discuss the
possibility of o�ering exibility in contractual arrange-
ments.

We construct the network G = (N1 [ N2 [ fsg; A)
in which each node i 2 N1 corresponds to an adver-
tisement, and each node j 2 N2 corresponds to a web
page. An arc (i; j) from i 2 N1 to j 2 N2 exists if and
only if the advertisement i is a valid assignment for
page j in the possibility graph. The capacity of each
of these arcs is1, and the ow xij denotes the number
of times that the advertisement i should be assigned to
web page j. The cost of the arc (i; j) is the negative of
the click/exposure ratio for that page-advertisement
assignment, and thus represents the degree of desir-
ability to assign the advertisement to the correspond-
ing page. Note that the network G is obtained from
the possibility graph by adding a source node s and
adding arcs from the source node to each node i 2 N1.
We would like the ow on each of these arcs (s; i) to
represent the number of times that advertisement i is
exposed. Consequently, in conjunction with the con-
tractual requirements between the site administrator
and the advertiser, the lower bound on the arc (s; i) is
equal to the number of times that the advertisement
i needs to be exposed on a daily basis. The cost on
each of the arcs emanating from the source node is zero
units. The demand of node j 2 N2 should be equal to
the number of times that the web page is viewed on
a daily basis. This value is estimated using the web
logs which track hits to each web page. The supply of
the node s is equal to the sum of the demands on all
the web page nodes. The overall model is illustrated
in Figure 5.

After a minimum cost ow is obtained in this net-
work, the ow xij on the arc (i; j) determines the
number of times that the advertisement i should be
assigned to the web page j on that day. The total
cost of the ow is the negative of the total expected
number of click-throughs of advertisements. There-
fore, this mechanism maximizes the total number of
click-throughs of the advertisements.

Once the preprocessor module has solved the op-
timization model, the advertisement engine uses this
information in order to make the advertisement assign-
ments to requests for web pages in real time. A simple
way of using this information in order to perform the
assignment is to probabilistically assign the advertise-
ment i to a request for web page j with probability
proportional to the corresponding ow value xij . It is

also possible to generate more involved models which
take the contractual obligations of a user into account.
We will omit a detailed discussion of this model, which
is provided in [5].

2.5 Detecting Hot Topics and News Alerts

An important issue is to be able to detect sudden
changes in the the trends of the various news items.
Some methods for �nding hot topics in newsfeeds [21]
have been proposed, but these cannot detect arbitrary
changes in trends, but are dependent on a �xed set of
pre-decided topics. On the other hand, our system is
capable of detecting any sudden changes in news pat-
terns. In order to do so, we maintain the frequencies
and standard deviations of the various lexical-chains in
the di�erent documents. For each of the lexical-chains,
we maintain the following information:

� �(w): Mean fractional frequency of a given
lexical-chain w for each of the past n days.

� �i(w) Mean fractional frequency of a given lexical
chain w for the ith day during the last n days.

� �(w): Variation in the fraction frequency of each
lexical-chain in each of the past n days. The value
of �(w) is calculated as follows:

�(w) =

sPn

i=1(�(w) � �i(w))2

n� 1
(1)

� f(w): Fraction frequency of a given lexical-chain
on current day.

All these parameters are calculated by the pre-
processor module of the system. In order to detect
abnormal variations, we calculate the deviation-value
for each lexical-chain which is given by:

Deviation(w) =
f(w)� �(w)

�(w)
(2)

This value characterizes how much of the deviation of
a lexical-chain presence above average presence can be
characterized by randomness.3 All chains with a value
of Deviation(w) which is above a certain threshold
(which was typically chosen to be 3) were identi�ed.
All news-items in the current day which are activated
by these lexical-chains are reported in the news-alert.
One of the interesting aspects of this technique is that
the use of lexical-chains in order to �nd hot-topics re-
sults in detection of trend-changes which are indepen-
dent of the topical structure at that site.

3Under the assumption of a normal distribution on the frac-
tional presence, a deviation value of +3 indicates excessive pres-
ence with 99:9% probability.



In addition to the above technique for hot topic gen-
eration in the current architecture, many other tech-
niques for detection and monitoring of temporal vari-
ations in news patterns are being developed. Similar
techniques can also be used for determing trend de-
tection over longer time periods or seasonal variations
in news patterns. For example, the end of every two
years sees a sudden spurt in election news because of
the congressional and other election news; the end of
every year sees a variations in news patterns because of
the holiday season and so on. These variations can be
captured and presented in the form of seasonally hot
topics. The above-discussed methods su�ce to �nd the
hot topics in the current season by changing the length
of time over which the hot-topic is calculated. When
the same techniques as discussed above are used with
higher thresholds on the time-periods for which varia-
tions in behavior are calculated, then more long-term
variations in news-patterns may also be calculated. In
order to detect the periodicity of the patterns, meth-
ods for detecting cyclicity in the patterns [15] may be
used.

Interesting long term changes in the trends [14] of
news patterns may also be interesting to detect. One
possible solution is to look at the gradual variations
in the patterns of the di�erent chains which are ac-
cessed by users. These patterns could vary because
of changes in the demographics of the users visiting
the web site, or the changes in interests of the users
themselves. In either case, this information is useful
for detecting important changes in trends in the data.

2.6 Contextual Search Capability

The system is capable of contextual search capabil-
ity which performs e�ective document-to-document
similarity search. This is a key-word search engine
which searches documents based on the dominant top-
ics present in them by relating the keywords to the
di�erent topics. This is of somewhat similar avor to
Latent Semantic Indexing techniques [13], except that
our techniques are signi�cantly more e�cient in pro-
viding results to users in real time. In order to do
so in a fast and scalable way, internal indices need
to be built which allow quick determination of topical
behavior of the relevant documents, which is charac-
terized by the lexical chains. In order to do this, we
maintain a list of all the Document Identi�ers which
show signi�cant presence within a given lexical chain.
Thus, we maintain inverted lists for each lexical chain.
The indexes are built and updated periodically as a
pre-processing technique. In order to �nd the match-
ing documents for a given target, we perform a two-
stage process. In the �rst stage, we �nd all the lexical
chains which are contained in a given document. In the
second stage, we compute all those documents which
contain these lexical chains with the use of this index.

3 Application and Interfaces for real
systems

The system discussed above has so far been imple-
mented in two applications:
(1) A web site for a speci�c company which person-
alizes news based on certain general categories. In
addition to news customization, the web site is also
capable of other kinds of customization which are not
described in this paper. (2) An internal corporation
web site which categorized the news feeds based on
di�erent industry service units, and presented person-
alized items to di�erent users.
The above two systems provided di�erent sets of fea-
tures, depending upon the individual needs of that site.
In this paper, we will discuss details of the former case.

The company speci�c web site supported user-
registration which was helpful in tailoring the news
to the individual users. Thus, new users are prompted
to register and provide information about themselves.
In addition, a user is prompted for his subject prefer-
ence information. This preference information is used
for making the recommendations. As illustrated, the
interface provides options to the user in indicating the
topics that he is most interested in. Subsequently, a
user needs to login in order to use the site. The login of
a user into the site initiated a session which was kept
track of on an individualized basis by the web traces.

The right hand side of the browser display contained
the headline news and company-related news, whereas
the left hand side contains the news items which are
tailored to individual users. We proceed to describe
each of these two categories:

� Current Headline News and company speci�c
news: These news could be presented by using
both the lexical chains in the news article and
a direct knowledge of the relevance of the key-
words occuring in the news. For example, if the
keyword corresponding to the company name ap-
peared in the news, then this was indicative of the
fact that the news was company related. Further,
lexical-chains which were strongly related to the
company news were also used in order to iden-
tify the important news items. Current headline
news was presented separately based on the lat-
est news items received. In addition, our software
also has the capability for detecting hot-topics,
which could be included in the headline news.

� Categorization and Filtering based on user-
speci�ed topics: The system provided categoriza-
tion and �ltering based on user-speci�ed topics.
For this purpose, a user-interface provided a num-
ber of choices to the users. This process of check-
ing the preference items is done in a one-time pro-
cess during new user registration. Correspond-
ingly the left side of browser contained a list called
My Personal News. Each of the links in this list



points to the news items in the corresponding top-
ics. In order to categorize the news based on
the di�erent topics, we deteriming the dominant
lexical-chains in each news article and matched
them to the di�erent topics, as described earlier.

This kind of implementation is based on the preference
to give users greater control over the news that they
wish to browse. Therefore we used explicit speci�ca-
tion by using an interface. (as opposed to providing
users with personalized news-items based on their ac-
cess behavior.) Our other application based on the in-
ternal site was completely automated and required no
manual feedback. The choice of using a completely au-
tomatic system or a manual feedback interface is based
on the natural tradeo� between giving users greater
control and the ease in obtaining the feedback when
it is indeed solicited. An additional feature to be kept
in mind while designing such systems is to not let the
personalization process become invasive [11] as it may
often violate privacy concerns for web site manage-
ment. The process of soliciting individual feedback is
usually considered less invasive since any information
used for personalization is based on information which
is volunteered by the user.

4 Applications to Personalized Portals

One of the components of the project is on building in-
telligent tools for personalization of portals. This may
extend to providing personalized recommendations for
speci�c items on e-commerce applications, or may in-
volve providing personalized advertisements. Many of
the news feed �ltering, organization, and mining tech-
niques are being used in this system because of the
natural synergy of both applications in using similar
kinds of text mining tools.

Some examples of features which could be provided
in a personalized portal in a similar way to the meth-
ods discussed for news personalization are as follows:

� Personalized Tracking of User Interests: The
browsing pattern of a user at a portal site may
be used in order to determine his or her inter-
ests. Alternatively, individual feedback may be
solicited from the user in order to determine the
set of topics that he is most interested in. This is
similar to the system we discuss for tracking user
behavior via his personalized interests.

� Individualized Recommendations for web pages:
At a conceptual level there is very little di�er-
ence between providing automated recommenda-
tions for news articles and providing the same for
individual web pages. Often it may be desirable to
recommend individual web pages to users at the
portal. These web pages could correspond to the
main links for di�erent electronic commerce sites.
For example, if it is already known that a user is

interested in CDs or Videos, then the portal may
provide him with recommended hyperlinks to the
web sites for di�erent electronic commerce sites.
Often, it may be desirable to recommend sets of
promotion items to individual customers. In order
to do so, we can use the text descriptions of the
individual promotion items and recommend them
in a similar way as individualized news articles for
users.

� Personalized Advertisements: A useful ability of
a portal is to be able to place advertisements de-
pending upon the individual user browsing the
site. To this e�ect, web pages may often be con-
structed dynamically, with appropriate slots for
advertisements. To this e�ect, if the user-interests
are already known, then it is relatively easy to
place in those advertisements which he is most
likely to be interested in. The implementation
of this requires the same techniques as the place-
ment of promotion items if there are no contrac-
tual obligations for advertisements. On the other
hand, when such obligations are indeed present,
then the models and techniques discussed here can
be readily modi�ed in order to deal with this sit-
uation.

� Determining Hot Topics on the Portal: Often a
portal may experience sudden spurts of interest in
individual topics. Note that in this case, we are
referring to the user access behavior as opposed
to the news feed behavior. These are useful to de-
tect, since they can be exploited for the purpose of
time-targeted advertisements. If it is known that
certain topics are of greater user interest at a given
moment, then the advertisements on that subject
may be given prominent slots on the portal site.
The process of determining the interesting topics
is similar to the process of determining the hot
topics in a news feed at a web site.

In addition, the generic architecture for implement-
ing the user tracking is very similar to the architec-
ture discussed in earlier sections for the management
of newsfeeds. These techniques are currently being
implemented in a personalized portal project.

5 Conclusions and Summary

In this paper, we described a system which is capable
of e�ective organization, tracking and personalization
of a web portal containing a news feed service. We
discussed the overall architecture as well as the indi-
vidual techniques which were used by this system for
e�ective content management of newsfeeds, detection
and reporting of news alerts, personalized presentation
and search capability. The system has been developed
as a complete package, with an emphasis on develop-
ing novel, fast, accurate and scalable techniques. The



actual implementation and user-interface for a version
of this software was discussed. We are currently work-
ing on the development of an integrated system archi-
tecture for personalized portals based on the methods
discussed in this paper.
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