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Abstract

Automatedrecommendatiofe.g.,personalized
productrecommendationnanecommerceveb
site) is anincreasinglyvaluableserviceassoci-
atedwith mary databases—typicallgnlinere-
tail catalogsand web logs. Currently a ma-
jor obstaclefor evaluatingrecommendatiol-
gorithmsis the lack of ary standard,public,
real-world testbedappropriatefor the task. In
an attemptto fill this gap, we have created
REFEREE,a framework for building recom-
mendersystemausing Researchinde—a huge
online digital library of computersciencere-
searchpapers—sdhat anyonein the research
community can develop, deploy, and evalu-
aterecommendesystemgelatively easilyand
quickly. Researchindeis in mary waysideal
for evaluatingrecommendesystemsespecially
so-calledhybrid recommenderthat combine
informationfiltering and collaboratve filtering
techniques.The documentsn the databasere
associatedvith a wealth of contentinforma-
tion (author title, abstract,full text) and col-
laboratie information(userbehaiors), aswell
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as linkage information via the citation struc-
ture. Our frameavork supportsmore realistic
evaluation metrics that assesauser buy-in di-
rectly, ratherthan resortingto offline metrics
like predictionaccurag that may have little to
do with end user utility. The sheerscale of
Researchinde (over 500,000documentswith
thousand®f useraccesseperhour)will force
algorithm designergo make real-world trade-
offs that considerperformancenot just accu-
rag. We presentour own tradeof decisions
in building an example hybrid recommender
called PD-Live The algorithm usescontent-
basedsimilarity informationto selecta set of
documentdrom which to recommendandcol-
laboratve information to rank the documents.
PD-Live performsreasonablyvell comparedo
otherrecommenderm Researchinde

Keywords: Researchinde CiteSeer collaboratve fil-
tering,recommendesystemspersonalizationcon-
tent,socialfiltering, informationretrieval, digital li-
braries

1 Intr oduction

As thenumberof databasege.g.,productcatalogs)with
(limited) web accessgrows, and the unstructuredwveb
“databaseitself grows exponentially finding desiredn-
formationbecomesncreasinghydifficult. Recommender
systemdackle suchinformation overload by using the
opinionsof agroupof peopleto identify informationthat
individualswithin the grouparelikely to find valuable,
a methodologywhich complementsnoretraditionalin-



formation filtering techniqueswhich analyzethe con-
tent of documents. Most working applicationsof rec-
ommendesystemsrein therealmof ecommercée.g.,
recommendingproductsat a web store). For example,
Amazon.comaloneusesseveral recommendesystems.
Onegivessimple (non-personalizedecommendations:
“users who bought Men Are From Mars, Women Are
From Venusalso boughtSpacelnvades From Pluto!”.
A secondsystemallows a userto postcommentsabout
anitem, sothatothercustomerganreadthe comments
beforethey buy. A third systemmakespersonalizedec-
ommendationbasednthebooksthata userhasbought
andary explicit ratingsof books(on a scalefrom oneto
five) thathe or shehasentered.

The third Amazonrecommendedescribedabove is
an example of a pure collaborative filtering (CF) sys-
tem that computesrecommendationbasedonly on the
ratings (explicit or implicit) given by users,ignoring
productattributes. As a result, CF systemsare com-
pletely domainindependentHowever, CF systemscan
fail whendatais too sparse whenrecommendingnen
items, or whenrecommendingo new users. More so-
phisticatedrecommendesystemscombineuserratings
with domain-specifiadescriptve information aboutthe
items—afterall, thereis no reasonto throw the bag-
of-wordsout with the trash. Using contentinformation
is a promisingway to overcomesparsityand the new-
item and new-userproblems(sometimegeferredto as
thecold-startproblem[23]).

A seriousimpedimentto progressin recommender
systemsresearchis the lack of a standardframenork
for evaluatingcompetingalgorithmsin areal-world set-
ting. We amguethatResearchindecansene asanexcel-
lent testbedfor recommendatiomlgorithms,especially
hybrid algorithmsthat combinecollaboratie and con-
tentinformation. We have developedthe REcommender
Framevork andEvaluatorfor REsEarchinde, or REF-
EREE.REFEREEallows anyoneto quickly implement,
field, andevaluaterecommenderfor documentsn Re-
searchinde. Competingsystemscan be evaluatedac-
cordingto actualuserbehaior (click-throughratesand
downloadrates) ratherthanmeasuretik e predictive ac-
curag that may or may not translateinto usersatisic-
tion. We believethatREFEREEhasthepotentialto stim-
ulate researchn at leastthreeareas: (1) recommender
systemsthat meige contentand collaboratve data, (2)
systemsthat must make tradeofs to sacrificeaccurag
andelegancefor speecandmemorysavings,and(3) sys-
temsthat recommendn contet, meaningthat recom-
mendationsdependon currentuseractions. We hope
that REFEREEwIll alsostimulateresearchn areashat
we have not contemplated. To start the ball rolling,
andto provide a skeletonsystemfor otherresearchers,
we have developedour own hybrid recommendercalled
PD-Live PD-Live usesa novel methodfor combining
contentandcollaboratie informationthatdoestake con-

text into account,allowing it to make mostrecommen-
dationsfrom amongthe over 500,000documentsn Re-

searchindewithin 200milliseconds Wepresenprelim-

inary resultsshaving how it comparesvith baselinesys-
temsandthe content-basedecommenderalreadypro-

videdwith Researchinde

2 Relatedwork
2.1 A brief history of CF

The term collaboratve filtering was introduced by
Tapestry [8], although they used it in the broader
senseusually denotedby “recommendersystems”to-
day Tapestrysav documentsas structuredentities
(their model was email) and userscould createstruc-
tured queries,not unlike today’s email filters. For ex-
ample,a usercould sayto ignoreary mail with a sub-
ject containing“toner”, or from a sendemwhoseaddress
endedin “hotmail.com”. In addition, userscould add
annotations—ates, ratings, text, etc.—to a document
andcreateguerieso operateon others’annotationsThis
approaclygivesusergyreatcontrolandflexibility in filter-
ing information,but it hastwo drawbacks.First, theuser
mustmanuallycreatethefilters. Second;Tapestryis best
suitedfor small groupswherepeopleknow eachother
Tapestryguerieswereoftenof theform “documentghat
Mark likes”; this requiresthatyou know Mark, or more
generallythatyou know the peoplewho arelikeyouand
whoseopinionsyoushouldvalue. It alsorequiresenough
communitycohesiorsothat, for example,Mark doesnt
mindif you know whathelikes.

Automated collaboratve filtering addressesthese
drawbacks by using a model of recommendationsn
which usess assignratingsto items The systemuses
theseratingsto find otherusersvho aremostsimilarto a
givenuser andusegheiropinionsto make recommenda-
tions. GroupLend21] useghis approactto filter Usenet
news, while othersystemsiave usedthisapproachorec-
ommenditemsfrom music[26] andmovies[10] to web
pageq1] andjokes[9].

2.2 CF algorithms

The original algorithms used similarity metrics com-
putedbetweentwo users’ratingsof items, whereusers
explicitly enteredheirratingsasvaluesonalikertscale.
In GroupLens,for example, userswere asked to rate
Usenetnews articleson a scalefrom 1 (very bad)to 5
(very good). Commonsimilarity metricsusedinclude
Pearsorcorrelation[21], meansquaredifference[24],
and vector similarity [5]. The systemchoosesa set of
neighborsmostsimilar to the userit is computingpre-
dictionsfor; typically, the systemwill chooseasneigh-
borsthen mosthighly correlatedusersor all userswith
a similarity scoreover somethreshold.lt thencomputes
predictedratingsonitemstheuserhasnotyetseerbased
on his neighbors’ratingsfor thoseitems. The system



sortsthe itemsby predictedrating and presentgshemto

theuserin thatorder Pearsorcorrelationworksreason-
ably well andis quick to compute makingit the domi-

nantalgorithmusedin deplged systemgoday

Researchers machinelearninghave suggestedhat
the recommendatiomproblemcan be castasthe classic
problem of classification. They have applieda num-
ber of machinelearningtechniquesincluding inductive
learning[2], clustering[26], neuralnetworks [3], and
Bayesiannetworks [5]. Recentapproachesendto em-
ploy probabilistic models. Personalitydiagnosis[18]
assumeghat usersreport ratingswith error and forms
neighborhood®y computingthe probabilitythata given
useris of the sametype as other usersin the system.
Probabilisticclustering[14] is similar, exceptthatit as-
sumesthat usersfall into a fixed numberof typesand
uses ExpectationMaximization (EM) to estimatethe
probabilitiesof a userbeing of each personalitytype
basedbontheirratings.

In general,CF algorithmsbasedon machinelearn-
ing techniquegerformaswell asor slightly betterthan
the original correlationmethods. Many of thesemeth-
odshave the advantagethatthey computea usermodel
and so male very fast predictionsonline, althoughthe
costfor building the modelsmustbe paid at somepoint.
Pennocket al. [17] explore axiomaticjustificationsand
theoreticalimitationswhich applyto CF algorithms.

2.3 Hybrid systems:combining contentwith CF

One of the original motivationsfor collaboratve filter-
ing wasto complementraditionalapproache$rom the
field of informationretrieval. Theseapproachesisethe
contentof theitemsto malke filtering decisionswhichis
sometimedifficult. In somedomains,suchas movies
and music, thereis little machine-understandabtmn-
tent. In other cases,suchas literature, personaltaste
dominateghe notion of relevance.In ary case making
recommendationby usingratingsindependenbdf con-
tentis ageneratechniqudahatcanbeusedin any domain
[11].

However, it seemswastefulto throv away content
information when it is available. Using content-based
information also allows recommendesystemsto over
comestartupproblemswhenthe available useritem in-
teractiondatais sparseor, as an extreme case,when
a useror an item is new to the system. Researchers
have tried several differenthybrid systemswhich com-
bine content-basedndcollaboratve information.

The filterbot model developedby Sarwar et al. [22]
and Good et al. [10] injects content-basedhformation
into a collaboratve filtering ervironment. Filterbotsare
agentghatactasusersof arecommendesystenwhich
rate all items that enterthe system. Theseagentsuse
rulesbasedon the content suchasthe amountof quoted
text for Usenetpostsandthe genrefor movies, to deter
mine their ratings,allowing themto introducemachine-

generateadontent-basedimilarity judgmentsnto arec-
ommendesystem.

Anotherclassof systemausethe content-basethfor-
mation and collaboratve information separately Clay-
pool et al. [6] developedP-Tango, an online newspa-
per which combinesthe resultsof two separateecom-
menderspnecontent-basedndonewhich usesCFE. The
systemmeigesthe resultsfrom the two recommenders,
assigningnoreweightto theonewhich performecdbetter
for a givenuser Researchindeitself usesseveral sep-
araterecommenderssomeof which usecontent-based
and one of which usescollaboratve information [4].
Insteadof combiningthe resultsof the recommenders,
however, it simply presentsachrecommendes results
separatelyand allows the userto decidewhich recom-
mendersareworking well.

Other approachesombine the notions of content-
basedand collaboratve similarity. Several systemause
preferenceto build keyword-basedisermodelsandthen
recommendusing the models,suchas Fab [1]. Basu
et al. [2] found thatthey could derive artificial features
thatmeige content-basedndcollaboratve information,
thentrain the Ripperlearningsystem[7] to outperform
a collaboratve recommender Pazzaniusesdatafrom
the Syskill andWebertsystemto explore usingcontent-
based, collaboratve, and demographicinformation to
make recommendationfd 6]. Popescuétal. [19] extend
Hofmanns probabilistic model [12] to createa model
thatrelateswords,documentsandusers’preference$or
documentshrougha setof implicit topics.

3 A standardtestbedfor evaluating recom-
mender systemsn situ

Severalstandardiatasetssuchasthe EachMawie dataset
of movie ratings[15], exist for testing pure CF algo-
rithms. This is not the casefor hybrid recommenders.
The papersdescribedabove which explore hybrid sys-
tems use different datasetsand metrics, making them
hard to compare. Standardmachinelearning datasets
are not useful as they have no collaboratve informa-
tion, so researcher$ave typically taken a CF dataset
and grafted contentonto it from the outside. In the
caseof movies, for example, researchersnight sup-
plementEachMawie with informationfrom the Internet
Movie Databasghttp://wwwimdhcom/). Even when
comparedagainsta commondatasetthe bestoffline al-
gorithmsmay not be the bestrecommendesystemsn
real-world settings.Thisis becaus¢healgorithmmaybe
too computationallynefficient,and/ortheoffline evalua-
tion criteria(usuallypredictive accurag) maynotreflect
trueusersentiment.

In this sectionwe describeREFEREE pur framework
for implementingecommendesystemsn thecontext of
Researchinde We describetheresourcest providesto
developers We alsoarguefor metricsthat,unlike typical



accurag metrics,evaluaterecommenderbasecdon their
impacton userbehaior.

3.1 What is Reseachindex? Why useit?

Researchinde also known as CiteSeer is an au-
tonomoustitationindexing system[13] which indexesa
largefractionof thecomputersciencditeratureavailable
ontheweh Thesystemocatespapersdowvnloadsthem,
andautomaticallyextractsinformationsuchasabstracts,
authors,and citations. It also computesseveral forms
of similarity betweerdocumentsincludingcitationlinks
bothto andfrom adocumentsentenceaimilarity, andan
Amazon-like “userswho viewed z alsoviewedy” simi-
larity [4]. Userscanperformkeyword searche®n cita-
tionsor documentsandcannavigatebetweerdocuments
using the similarity measuresomputedby the system.
Figure 1 shavs a typical documentdetailspagein Re-
searchinde. Documentdetailspagesshav usersmeta-
informationabouta documentsuchasits title, authors,
andabstractalongwith waysto downloadthedocument.
Thesepagesalsodisplaya numberof links to otherdoc-
umentsgeneratedby recommenderthatusethesimilar
ity metricsmentionedabove.

We believe thatResearchindeis anexcellenttestbed
for investicating hybrid recommender$or a numberof
reasons. The domain of researchpapershasboth ob-
jective (“this work is relatedto mine”) and taste (“I
think this work is interesting”)componentssuggesting
that using both content-basednd collaboratie similar-
ity will bevaluable.Researchindemakesit easyto ob-
seneausersbehaior, automaticallyassigninguseriDs
(aswell as allowing usersto createuserIDs they can
useacrosscomputers).Recommendesystemdevelop-
erscaninstall a local copy of Researchindeand mir-
ror the actualsite, usingarich APl to accessenormous
amountsof contentinformationaboutdocumentsn the
databaseResearchindealsohasalarge,active system,
whichwill allow recommendesystemsleveloperdo en-
surethattheiralgorithmsscalewell to systemawvhich de-
mandquick responsdime while servicingthousandof
requestper hour, over a databasef hundredsof thou-
sandsof usersanditems. Finally, Researchindewill
provide a standard,well-definedrecommendatioriask
thatresearchersanuseto evaluatetheir algorithmsand
systems.

3.2 Reseachindex terminology

The basic entities in Researchinde are users, docu-
ments citations,andcitation groups.Usersarethe peo-
ple androbotswho make queriesandaccesslocuments
andcitations. ResearchindegeneratesiseriDs (UIDs)
andstoresthemin cookies. As mentionedabove, users
who wantto carryanidentity betweermachinesancre-
ateexplicit accountsDocumentsarethe actualresearch
papersthat are downloadedand processed Eachdocu-

mentis assigneda documentD (DID). Documentghat
arefoundin multiple locationsmaywind up with multi-
ple documentiDs, althoughResearchindeattemptsto
unify them. Citations are the actualtext of citations
extractedfrom the documents. Each citation receves
a uniquecitation ID (CID). Citation groupsrelateindi-
vidual citationsthat cite the samedocumentwith each
citation group receving a group ID (GID). Since Re-
searchinde doesnot storeall cited documentgindeed,
mary cited documentsare not available on the web),
GIDs aredistinctfrom DIDs.

Researchinde calls user actions “events”. Most
eventshappenwvhena userinteractswith a documentor
citation, or issuesa query Thereareabout30 kinds of
events;someof the eventsmostlikely to interestrecom-
mendersystemslevelopersareshovn in Tablel.

NotethatREFEREEhasno built-in notionof how im-
portantor interestingan eventis. Instead recommender
systemdlevelopershave to infer whatan eventsignifies
abouta users preferences. This is also known as us-
ing implicit ratings asopposedo explicit ratings where
the usereffectively says®l like item z this much”. Im-
plicit ratingsplay animportantrole in ecommerceec-
ommendersasit is a burdenon usersto askfor explicit
ratings. Researchindedoesprovide a way for usersto
give aratingon a1 to 5 scale;however, usersgive very
few explicit ratingscomparedto the numberof events
which usersgenerate.

3.3 REFEREE

REFEREES main purposeis to help recommendesys-
tems communicatewith Researchinde A Recom-
mender Frameavork Daemon (RFD) runs on the Re-
searchinde site and allows recommenderdo receve
userevents. It alsorequestsrecommendationsf the
form “user z is looking at documenty: whatthreedoc-
umentsmight z wantto look at next?” The systemgen-
erally issuesbetweenone and five recommendatiome-
questsper second,and usually requiresrecommenders
to respondwithin 200 milliseconds.Figure 2 shows the
REFEREEarchitecture.

In addition to providing a standardtestbed,a ma-
jor goalin the constructionof REFEREEwasto mini-
mize theamountof work recommendesystemdevelop-
ersmustdo in orderto implementandtestworking sys-
tems.Skeletonclientsin C andPerlmanageconnections
to Researchindeand call hook methodswhenthey re-
ceive usereventsandrecommendatiomequests.Devel-
operscanimplementtheir systemwithin thesemethods,
or extractthe event/recommendatiodataandforward it
to theiralready-vorking system.Theskeletonclientalso
handlescatchingup on usereventswhich occurwhile a
recommendeis offline.

In addition to the skeleton client, developerscan
alsostartfrom a completerecommendewritten in C++
called PD-Live PD-Live doesall the translationfrom



Combining Collaborative Filtering with Personal .
View or download:

Agents for Better Rec_ommendat_ion_s (1999) (Make umn.edu/~herlocke/aaaiog.pdf
Corrections) (23 citations) Cached:PS.gz PS PDF DjVu Image Update Help
Nathaniel Good, J. Ben Schafer, Joseph A. Konstan, Al Borchers, Badrul
Sarwar, Jon Herlocker, John Riedl From: umn.edu/~herlocke/papefisiore)
AAAI/AAI HomepagesN.Good J.Schafer[2]
J.KonstanA.Borchers
B.Sarwar J.Herlocker
NEC Remnhlnd‘x Home/Search Bookmark J.Riedl HPSearch(Update Links)

Context Related

(Enter summary -
Enter summary) Ratethisarticle: 1 2 3 4 5 (best)

Comment on this article

Abstract: Information filtering agents and collaborative filtering both attempite
alleviate information overload by identifying which items a user will find worthwhile. Information filtering (IF) focuses on
the analysis of item content and the development of a personal user interest profile. Collaborative filtering (CF) focuses on
identification of other users with similar tastes and the use of their opinions to recommend items. Each technique has
advantages and limitations that suggest that ttffgpdate)

Context of citations to this paper: More

...of initial phase and make better recommendatidhsre were presented several approaches for combining CF and
CBF methods ( 3] 8][5], 1] We propose a method for CF and CBF combination (Appendix C) where CBF
estimates are used to Il up some missing ratings for CE

....information technologies, by providing an effective means for search, extraction and filtering of information
[Maes, 1994;Good et al. 1999 With their various personification features, interface agents are expected to
alleviate the labor and mental burden that people..

Cited by: More

Dynamic Information Filtering - Baudisch (2001)Correct)

Combining Dynamic Agents and Collaborative Filtering.. - Saranya Maneeroj Hid&akirect)
METIOREW: An Objective Oriented Content Based and.. - David Bueno Ricardo (20Qbyrect)

Recommended documents:

0.9: COOL-TOUR: A Case Based Reasoning System for Tourism Culture .. - Blanzieri, EbréDatiect)
0.7: GroupLens: An Open Architecture for Collaborative.. - Resnick, lacovou, .. (19@)rrect)

0.3: A Continuous Media Player - Rowe, Smith (1992 orrect)

Active bibliography (related documents): More All

0.1: Expertise Recommender: A Flexible Recommendation System and .. - McDonald, Ackerman (200@)ct)
0.1: SwiftFile: An Intelligent Assistant for Organizing E-Mail - Richard Segal And (20QQ)orrect)

0.1: Automatic Hierarchical E-Mail Classification Using Association.. - Itskevitch (20Q0Tprrect)

Users who viewed this document also viewedMore All

0.6: Empirical Analysis of Predictive Algorithms for.. - Breese, Heckerman, Kadie (19@8)rrect)
0.5: Evaluation of Item-Based Top-N Recommendation Algorithms - Karypis (20@)rrect)

0.5: E-Commerce Recommendation Applications - Schafer, Konstan, Riedl (200aj)rect)

Similar documents based on text: More All
0.3: Using Filtering Agents to Improve Prediction.. - Sarwar, Konstan.. (1988drrect)

Figurel: A typical documentdetailspagein Researchindeincludesmeta-informationwaysto downloadthe doc-
ument,andrecommendation®r otherdocumentgo pursue.Theserecommendationaregeneratedy a numberof
recommenderbuilt into Researchinde aswell asby recommenderasingthe REFEREEramenork.



Event name Happenswhen Parameters
documentdetailg Uservisits adocument detailspage UID, DID, relateddocinfo
download Userdownloadsadocument uID, DID

rate Userassignanexplicit rating UID, DID, rating
cachedpage Useris viewing documenpages UID, DID, pagenumber
documentquery | Usersearcheslocumentgor aquerystring | UID, query

Table 1: A sampleof useractionsin Researchinde Most actionsinvolve a userinteractingwith a documentor

citationin thedatabase.

Requests to join,

recs A

recs upon request

Engine [g >

RFD

events

Broadcast events,
request recs from
specific engines

RFD Client

&‘
Events, Research

rec requests
Index

Figure 2: An overview of the REFEREEarchitecture. Recommendeenginewriters needonly write the Engine
portion,makinguseof the shadeccomponentsvhich REFEREEprovides.

Researchinde events into users, items, and ratings;
maintainsanin-memorysparse-matrixepresentationf

the ratings matrix; remembersts state betweenruns;

and can computemost recommendationgé under200

millisecondsusinga variantof the personalitydiagnosis
(PD) algorithmof Pennocletal. [18].

In orderto developa REFEREE-basetecommender
aresearchewould contactResearchindefor accesgo
the frameawork, codebaseand optionally sourcedata.
Theresearchewould thendeveloparecommendetest-
ing it locally againstan instanceof Researchindethat
the researchemwould run. Once the recommendeis
ready the researchermould changethe client to point
at the actualResearchindesite, and it would then go
live. Therecommendecanrun on ary machineaslong
asthe network latengy plus computationtime required
to make recommendations within the deadlinewhich
Researchindeimposes.Researchersanmale arrange-
mentsto run their recommender®n a Researchinde
machinef necessary

3.4 Metrics which measure user behavior

Unlike most prior researchon recommendesystems,
REFEREEdoesnot use metricswhich focus on retro-
spectve predictionaccurag on a staticdatasetInstead,
it usesmetricsthat rely on how usersactually behae
when viewing recommendations.The metrics borrow
from the ecommercenotionsof click-throughand pur
chases.Thesemetricsmatchhow usersexperienceRe-
searchinde: users“click through” when they follow
arecommendedink to a documens detailspage,and
“purchase’the documentwhen they downloadit. We

also define“click soon” and “purchasesoon” metrics,
whereusersview detailsfor or dovnloadarecommended
documenwithin a shortnumberof actionsaftertherec-
ommendation.Thesemetricsgive recommendersredit
for suggestinggood documents,even thoughthe user
found themthroughanothermpathor camebackto them
afterashortdiversion.

4 Accuracy is not the whole story

We prefermetricswhich measurenow usersrespondo
recommendationsver predictionaccurag metricssuch
as Mean Absolute Error (MAE). Absoluteerror is the
absolutevalue of the differencebetweena users rating
for anitem andthe systems predictionof how muchthe
userwould like theitem; MAE is the averageerrorover
a setof ratings. Accurag metricshave their placein
offline, retrospectie analysisof static datasetsasthey
may bethebestonecandoin thatsituation.

However, accurag doesnottell thewhole story The
actualaccurag achieved by an algorithmis poorly de-
fined, sinceuserratingsare neitherprecisenor consis-
tent. The questfor accurag may also be misguided,
since usersdo not needprecisepredictionsin orderto
help guide their decision making. Analysis of static
datasetsgnoresthe fact that recommendesystemsare
decisionsupporttools,notthe classificatiorsystemghat
mary researchersnodel them as (e.g., [2]). Finally,
recommendersffect users’ behaior when they malke
suggestionsan effect that is difficult or impossibleto
modelwith staticdatasets We discusstheseobjections
to accurag-basedmetricsin detailbelow.

Userratingsare not precise—thg dependon a per



son’s mood,thetime of therecommendationyhatother
items the userhasseenrecently etc. As an example,
Hill etal. [11] asleduserdo re-ratea setof moviesthey
hadratedsix weeksearlier andfound that the Pearson
r correlationbetweenthe ratingswas0.83. Statistically
speakingthisis afairly strongcorrelation;however, the
inconsistencieareenougho cloudwhetherthesmallac-
curay improvementsoftenreportedin the literatureare
in fact meaningful. Userratingsare also often not ex-
plicit; the systemmustinsteadinfer a rating from user
behaior. Thesefeaturesof userratingslend a quixotic
castto the questfor predictionaccurag. It is alsoan
openquestionwhetheruserswould even notice a differ-
encebetweentwo systemsone of which hadan MAE
of 0.75, and one which had an MAE of 0.72. Turpin
andHersh[25], for instancefoundthatusersperformed
guestion-answerintaskswith a baselinetext searchen-
gine just aswell asthey did with a muchbettersearch
engine.

In most cases,absoluteprediction accurag is not
needed. Recommendesystemsare decision support
tools: they help usersmake a decisionwhetheror not
to pursueanitem. It is not soimportantthata system
computesheexactscoreausemightgiveto anitem(al-
thoughaconfidencescorethatindicateshow stronglythe
systembelievesin its recommendatiowould be useful).
It is alsonot importantfor the systemto make recom-
mendationghat give the userlittle additionalinforma-
tion. For example,a systemmight recommendifamous
researctpaperthateveryoneknows aboutalready Such
a recommendatiorells the userlittle. Instead.,it is im-
portantthat the itemsa systemrecommendselp a user
make adecisionaboutwhatitemto choose A reasonable
way to measurethis is to seewhat impact the recom-
menderhason users’behaior. MAE doesnot measure
thisimpact.

Finally, a recommendersystem actually changes
users’behaior. By suggesting setof items,a recom-
menderprovidesa userwith a setof choiceswhich the
usermight not otherwisehave made. Breeseet al. [5]
notethatusersaremorelikely to rateitemsthatthey like
or which the systempresents. This meansthat recom-
mendersystemsinfluencewhich items usersconsume
(andthus canrate) and might even influencethe actual
ratings usersgive (“the systemrecommendedt, so it
hasto be good”). Neitherof theseimportantcasescan
be capturedby evaluatingrecommenderasingaccurayg
metricson a staticdataset.

Despitethe above critique, staticdatasetsrea valu-
able tool for evaluating recommendatioralgorithms.
Static datasetamake for corvenient experiments. Us-
ing thesedatasetso weedout unsuitablealgorithmscan
alsoincreasehe effectivenesof online experimentsas
suggestedy Rashidet al. [20]. Finally, by providing
a fixed and unchangingworld, static datasetsllow re-
searcherso compardhepredictionaccuray of different

algorithmsmore easilythanthey could with a live data
stream.Theseareall virtuesof staticdataset@ndaccu-
racy metrics;we simply believe thatretrospectie analy-
sesof accurag fail to tell the whole story aboutrecom-
mendersystemalgorithms.

In ary case, Researchinde capturesraw data: it
logs userevents, recommendatiomequests,and docu-
mentsrecommendedWe will createanorymized,static
datasetsvhich canbeusedwith predictionaccurag met-
ricsaswell.

5 PD-Live: An examplerecommender

To shav that REFEREEs a usableframenork, we built
an example hybrid recommenderPD-Live, which we
malke freely availableto developers. As mentionechbove
it keepsasparse-memorgnatrix of usersjtems,andrat-
ings,andusesavariantof the personalitydiagnosigPD)
algorithmto malke predictions. We chosePD because
we hadareasonablyastworking offline version,andthe
algorithmhasbeenshavn to be moreaccuratehanstan-
dardcorrelatiormethodson EachMwie andResearchin-
dex data[18]. It took oneprogrammemboutthreedays
toimplementhealgorithmusingtheframework, andan-
othertwo weeksto achieve performancegood enough
to meetthe speedrequirementswhich Researchinde
imposes. Below we describeour stratgy for exploit-
ing both contentand collaboratve similarity, aswell as
somecompromisesequiredto make the recommender
fastenoughto deploy.

5.1 Recommendingin context: a strategy for build-
ing hybrid recommenders

Consideracustomeiatanelectronicsstores ecommerce
site who has requestednformation on a portable CD
player The site would like to placea personalizedec-
ommendationon the pagecontainingthe information.
The site’s CF recommendefinds the customers neigh-
bors,looksthroughall theitemsin the databas@andsug-
gests..abageltoaster Thisis probablynotagoodrec-
ommendatioratthistime, evenif it is theitemthesystem
believesthatthe customemvould ratehighest.

Amazon.comandResearchinde alreadyhave non-
personalizedecommendero addresghis problem,in
their “userswho boughtz alsobought..” lists. How-
ever, we would like to useour knowledgeof the userto
personalizéheserecommendationdMVe call this recom-
mendingin contet: given that the useris viewing in-
formationaboutGoto Consideed Harmful, what papers
should we recommend? The recommendemust bal-
anceits overall knowledgeof the userwith somenotion
of what the useris interestedn right now. For exam-
ple, the original GroupLensrecommendetreatedeach
Usenefgroupasaseparataetof items[21], sothatusers
viewing recipeswould notberecommendegbkesor Mi-
crosoftflames.



In general,howvever, most CF recommenderslo not
considercontext explicitly, insteaddraving recommen-
dationsfrom all the itemsthey know about. They get
someimplicit context from the fact that peopletendto
like similar types of items (e.g., if Dan likes mostly
sciencefiction movies, a recommenderwill tend to
match him up with other sci-fi fans and recommend
sciencefiction rather than romances). They also at-
temptto recommendserendipitoustems—itemswhich
are not within the usual scopeof a users interests.
This approachs problematicfor arecommendefor Re-
searchinde. First, computinga recommendatiorfirom
among500,000itemspresents problemof scale. Sec-
ond, researchersypically have several areasof inter-
est, meaningthat documentswith the highestpredicted
scorewill oftenbein fieldsthatthe useris not currently
interestedn.

Our approachis to usethe content-basedimilarity
informationthat Researchindegleanswhen extracting
citationsfrom documentsin orderto restrictthe items
thattherecommendeconsidersCitationlinks andother
similarity measuredorm a directedgraph with docu-
mentsas the nodesand similarity relationshipsas the
edgesPD-Live doesabreadth-firssearchfrom thedoc-
umenta useris currently looking at to selecta candi-
datesetof documents.It thenusesthe PD algorithmto
generatepredictionsfor thesedocumentsand conducts
a lottery biasedtoward higherscoringdocumentgo se-
lect which onesto recommendIf the useris new, or no
neighborscanbe foundwho have rateda documentthe
systentalls backto non-personalizeeverageratingsfor
the documents.If the documentis nev andno similar
ity informationis available thesystenchooseshesetof
recommendabldocumentsandomly

This two-phaseapproachthassereral nice properties.
First, Researchindehasalreadygeneratedhe content
similarity information, so it is easyand fastto access
anduse. By usingthe content-basethformation sepa-
ratelyfrom thecollaboratve, we don't haveto find away
to combineor weigh thesedisparatenotionsof similar-
ity. Using contentto selecta setof plausibledocuments
andthen collaboratve informationto rank themis also
areasonablenodelof how peopleoftenmale decisions:
eliminateobviously wrong alternatvesandthenchoose
thebestamongthem. Finally, thisapproacHits well with
thenotionof relevanceadoptedoy the IR community In
the TREC informationretrieval competitionsrelevance
is assumedo be binary: eithera documentis relevant
or not relevantto atopic. This allows for comparisons
betweendifferent systems but simplifies the notion of
relevance which hasdegrees variesfrom personto per
son,andvarieswith a persons situation[27]. Our rec-
ommenderstartswith the impersonal binary notion of
relevance,then usesCF to include personalnotions of
relevance.

5.2 Compromises

In order to producerecommendationin a reasonable
amountof time, PD-Live makesa few compromisesAs
discusseebore, it only followsthesimilarity graphfor a
shortdistance recommendindgrom a small subsef(typ-
ically around500) of the 500,000documentsknown to
Researchinde It alsoreduceshenumberof documents
consideredy only recommendinglocumentghat have
atleastfive ratings,sincedocumentsatedby only afew
userswould seldomberecommendednyway.

It also eatsmemory voraciously trading spacefor
speed. This is most olvious in the caseof ratings; it
currentlymaintainsall ratingsin memory Locatingpo-
tential neighbors(those userswho have rated at least
one item in common)is time-consuming,so the sys-
temcacheghisinformationwhenauserbeginsasession
andonly updatest every 15 minutes. For userswith a
large numberof potentialneighborsthe cacheconsiders
potentialneighborsover specificdocumentangege.g.,
neighborsfor documentswith DID 0-50000, 50001-
100000, etc.). As the numberof potential neighbors
rises,the documentrangenarravs. This allows the pre-
diction algorithmto considerfewer potentialneighbors
for eachpredictionit makes, again gaining speedat the
costof memory

PD-Live also makes useof only someuseractions:
thosewherethe useris interactingwith a documental-
readystoredin the system.Usersalsotake actionswhen
exploring Researchindewhich pertainto documentsot
in the databasesuchasviewing citationsmadeby docu-
mentsin thedatabaselt would bepossiblgandprobably
desirable)to recommendhe documentghesecitations
pointto aswell, althoughuserswvould haveto goto other
sourcego downloadthe actualdocuments.

6 Baselineresults

We fielded several recommender@ the courseof test-

ing REFEREE jncluding arandomrecommende(Sim-

Random)and two versionsof PD-Live. We present
preliminary measurementsf the quality of the recom-
mendationgproducedoy theserecommendergndcom-

paretheir resultsto thoseof the similarity-basedecom-
mendersuuilt into Researchinde

6.1 Recommenders

Researchindehasa numberof built-in recommenders,
mostof which arecontent-based.

e SentenceOverlap: recommendsiocumentswith
significantsectionsof identical text to the current
document.

e Cited By: documentswvhich cite the currentdocu-
ment.



e Active Bibliography: documentshatmake similar
citations (the algorithmis similar to bibliographic
coupling).

e UsersWho Viewed documentghatthe userbase
asawhole have seen|f they have seenthe current
document.

e Co-citation: documentsthat are often cited to-
getherwith the currentdocument.

e On SameSite: documentdound on the sameweb
pageasthe currentdocument.

We also fielded three recommenderghat used REF-
EREE.

e PD-Lottery: PD-Live asdescribecearlier

e PD-Top: PD-Live, exceptthatinsteadof holdinga
weightedottery, it alwaysrecommendghehighest-
scoringdocuments.

e Sim-Random Selectsdocumentsto recommend
usingthe similarity graph,asPD-Live does but as-
signsrandomscoredo thesedocuments.

Users receve recommendationsn Researchinde
whenlooking at a documentdetailspage. Eachof Re-
searchindg’'s recommendersnay suggestup to three
documentsand the order of recommenderss fixed—
they alwaysappeain thesamerelative orderonthepage.
Thisis becausauserinterfacewhich permutegheorder
of the recommendersould be difficult for users.There
is only one slot on the pagefor REFEREE-basedec-
ommendersso when multiple suchrecommendersre
running, the framework issuesrequestgor recommen-
dationsto eachsystemin round-robinorder

Sometimegwo recommenderwill suggesthe same
document. In this case,the recommendatioris dis-
playedonly once, by the first recommendeto appear
on the page. This givesan adwantageto recommenders
which appearearlier on the page(as doesthe fixed or-
der of presentation). This limits our ability to make
comparisonshetweenREFEREE-basedecommenders
andthebuilt-in Researchinderecommenderddowever,
since the REFEREE-basedecommendersvill always
appeaitin the samepositionon the page,andsinceeach
pageshavs recommendationfrom only one suchrec-
ommender comparisondetweentheserecommenders
arereasonable.

6.2 Metrics

Our metrics measurewhetherthe useraccepteda rec-
ommendation. We distinguishbetweena userlooking
at a document detailspage,anda useractuallydowvn-
loading the document. Click-thru measureiow often
a userimmediatelyfollows a link to a document de-
tails pagesuggestedy a givenrecommenderBuy-now

measuresiow oftenthe userdownloadsarecommended
documentmmediatelyafterclicking throughto thatdoc-
ument. Click-soonand buy-soonare similar to click-
thru and buy-now, exceptthatthey give creditto a rec-
ommendeifor documentdt recommendend that the
useraccessedavithin the next ten actions(e.g.,the user
camebackto arecommendatioafterfollowing a differ-
entone).

6.3 Results

Table2 shavs the performanceof the prototyperecom-
menderswe developedalong with the performanceof
Researchindés similarity-basedecommendersThese
datarepresentiboutoneday’s worth of useractiity in
Researchinde

For eachmetric, we presentboth the raw numberof
recommendationsgnade by the recommenderand fol-
lowed by the user aswell asthe percentagef total rec-
ommendationsvhich the userfollowed. For the most
part, the four metrics producethe samerank ordering
of the recommendersThe bestPD-Live-basedecom-
menderplacesin the middle of the pack, outperform-
ing threeof Researchindés built-in recommenderfOn
SamesSite, Co-citation,and UsersWho Viewed) while
laggingbehindthreeothers(Sentenc®verlap,CitedBy,
andActive Bibliograpty). Notethatthe percentagefor
click-thrudo notaddupto 100%becaus¢herearemary
otheractionsthatuserscantake besidedollowing arec-
ommendatiorink.

6.4 Discussion

The SentenceDverlap and Cited By recommenderslo
much betterthanthe rest. We believe this happendor
two reasons. First, theserecommendersften produce
documentgelatedto the currentdocumentandthat are
morerecent.Sentenc®verlapallows researcherw find
themostrecent(andoften, mostdetailed)paperdescrib-
ing a particularpieceof research.Cited By locatespa-
persthat build on (or at least,comeafter andcriticize)
the currentpaper;this helpsresearcherso find newer
papersrelatedto researclof interest. Secondtheseare
thefirst two recommenderdisplayedon adocumente-
tails page.This shavs thatanimportantnext stepfor the
framework is to comeup with a way to accountfor the
placemenbrderof recommendations.

Within therecommenderae built, thePD-Livebased
recommender®utperform Sim-Random. This shavs
that personalizatioraddssomethingto a randomselec-
tion of nearbydocumentsn the similarity graph,which
in turn lends supportto our belief that hybrid systems
can perform well. PD-Lottery outperformsPD-Top.
We believe that this occursbecauselocumentghat re-
ceive high scoresftenarebasedon similarity with only
oneor two otherusers—inotherwords, theseare low-
confidencerecommendations.lt is also possiblethat



Name Recs Click-thru Click-soon Buy-now Buy-soon
Sentenc®©verlap 37637 | 1741(4.63%) | 3080(8.18%) | 277(0.74%) | 808(2.15%)
CitedBy 83816 | 1896(2.26%) | 4256(5.08%) | 385(0.46%) | 1212(1.45%)
Active Bibliograpty | 162003 | 2316(1.43%) | 5076(3.13%) | 481(0.30%) | 1544(0.95%)
PD-Lottery 36559 | 338(0.92%)| 773(2.11%)| 60(0.16%)| 247(0.68%)
UsersWhoViewed | 155741| 1377(0.88%) | 3190(2.05%) | 293(0.19%) | 985(0.63%)
PD-Top 37114 | 324(0.87%)| 742(2.00%)| 53(0.14%)| 229(0.62%)
Co-citation 30433 | 225(0.74%)| 565(1.86%)| 59(0.19%)| 190(0.62%)
On SameSite 140170| 875(0.62%) | 1897(1.35%) | 157(0.11%)| 543(0.39%)
Sim-Random 34027 | 202(0.59%) | 390(1.15%)| 21(0.06%)| 111(0.33%)

Table2: Performancef hybrid andcontent-basececommenderis Researchinde Percentagesepresenhow often
auserfollowedalink or downloadeda documentecommendedty the givenrecommender

userswho visit the samedocumentseveral times may
receve differentrecommendationwith alottery, giving
PD-Lottery the opportunityto recommendmnore docu-
ments.

Apart from the dominatingperformanceof Sentence
Overlap and Cited By, PD-Live performedreasonably
well. We seeseveral ways to improve upon PD-Live.
Oneeasyfix would beto detectrobotsandexcludethem
as neighbors. Googles web crawler turns out to be a
good neighborfor mary users,which is probably not
conducveto accurag.

Another improvement would be to abandonpoor
similarity measureswhen building the graph. PD-
Live usessimilarity informationprovidedby the poorly-
performing Co-citation and On Same Site recom-
menders. Thesemeasurehave serendipitygoing for
them: a collection of paperson the samesite might
drawv from several researchareas,and usersmay dis-
cover interestingresearchareasthey have not consid-
ered. However, mostsearchingon Researchindeprob-
ably involvesfinding papersrelevant to a specific,cur-
rent project with a conferencedeadlineof tomorraw.
Serendipitousliscoveryis oftenconsiderednadwantage
of collaboratvefiltering systemsver content-basesdys-
tems;whenrecommendingn contet, perhapst is less
of anadwantage.

Finally, PD-Live currentlyonly scratcheshe surface
of the contentavailable. In principle, we could uselR
techniqueson documenttext to computesimilarity or
clusterdocumentsThisinformationcouldbeincludedin
the similarity graphandleadto consideratiorof relevant
documentghat Researchindeés built-in recommenders
do not discover. It is possiblethat much of the inter-
estingdocumensimilarity informationis encodedn the
citationsbetweenpapers;it would be interestingto see
how well text similarity measuresorrelatewith citation-
basedsimilarity measures.

7 Conclusions

We believe that REFEREEwill help to adwance the
stateof theartin recommendesystemsespeciallythose

which attemptto combine collaboratve and content-
basedsimilarity information. It providesan openstan-
dardandusefultoolsfor therapiddevelopmentandeval-
uationof recommendesystemslt alsousesmetricsthat
evaluatehow the recommendesystemaffects userbe-
havior, which we believe aremoreusefulthanthe abso-
lute accurag metricsthat have dominatedwork in the
past.

We have developeda prototypehybrid recommender
PD-Live, which usesa novel way of exploiting content-
basedand collaboratve similarity measures.By using
content-basedimilarity to limit the populationof docu-
mentsto recommendandcollaboratve informationto or-
derthem, PD-Live hasgreatflexibility andcorresponds
well to the problem of recommendingtemsto a user
in contxt. The prototype version makes reasonably
good recommendationcomparedto several content-
basedrecommendershas good performance,and ap-
pearsto have muchpotentialfor improvement.

8 Futurework

This paperis the beginning of the future work, which

involves getting other researcherinterestedin recom-
mendersystemso participatein the project. In partic-

ular, we would like otherresearchert developsystems
with REFEREEandevaluateits usefulnessWe alsoin-

vite discussiorof theuseof click-thruandbuy-nowv met-

rics as an appropriateway to judge recommendesys-
tems. Finally, we hopethat Researchindebecomesa

standardestbedfor exploring new issuesin collabora-
tive filtering. Hybrid recommenderare one suchprob-

lem; othersinclude recommendingn context, and the

useof implicit ratings.If youareinterestedpleaseemail

oneof theauthors.
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