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Abstract

In this paper, we first introduce the database
aspects of the groupware product Lotus

Domino/Notesand then describe,in some more

detail, many of the logging and recovery
enhancementghat were introduced in R5. We

discussbriefly someof the changeghat hadto be

made to the ARIES recovery method to

accommodatethe unique storage management
characteristicof Notes.We also outline someof

the on-going logging and locking work in the

Dominotesproject at the IBM AlmadenResearch
Center.

1. Introduction

Over a decadeago, Iris Associatesnow a subsidiaryof
IBM’s Lotus, pioneeredthe conceptof groupwareand
releasedhe productLotus Notesin 1989.It wasbasedon
a researchprototype, called PLATO Notes, which was
built by someof thelIris founderswhile they were students
at the University of lllinois in Urbana Champaign(a
lengthierdescriptionof the product’shistorical evolution
can be found in http://www.notes.net/history.nsf/Notes
provides a featurerich application developmentand

NotesDB. Triggers,which arevaluablefor implementing
workflow applications,are supportedvia the notion of
agentsWhile Noteswasinitially designecdhas a workgroup
product for use by a small number of usersworking
collaboratively, subsequentlyit has been enhanced
extensively with functionality and infrastructure
improvementsallowing it to be successfullydeployedas
a platform for businessapplicationsin numerouslarge
enterprisesCurrently, it has an install baseof over 55
million seats Without relying on a DBMS, Notesdoesits
own persistentstorage managementOur aim hereis to
provide a database (DB) perspective on this product.

Sincethe time Noteswas enabledfor the interneta few
yearsago,the nameDomino hasbeenusedto referto the
serverand the nameNotes to the client. Becausehe DB
functionality supportedin the client and the serveris
almost identical, we use the two names interchangeably.

2. Semi-Structured Data M anagement

Since its first releasein 1989, long before the topic
became fashionable in the DB and web research
communities, Lotus Notes had been targeted at the
managemenbf semistructureddata. Notes supportsthe
storage and manipulation of documents (notes) that
contain structured as well as unstructureddata (e.g.,

deploymenenvironment [Moore95]. Over the years, moreaudio,video). Views canbe usedfor the presentatiorof a

and more of the functionality that usedto be in other
productscomplementaryto Notes have beenfolded into
Notes itself (e.g., calendaring, scheduling, high-level
workflow process definition capabilities). Notes lets
programscriptsbe definedby usersand be storedin the
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subsebf thedatain the documets of a DB in a structured
way. View columnscan havecollation optionsassociated
with them. From the GUI, forms can be usedto create,
view and updatedocumentsThe NotesAPI canbe used
by programsfor performingtheseand other operations.
Documentsizescould vary widely. Every documentin a
NotesDB could potentiallybe structureddifferently (e.g.,
with respectto numberand typesof fields) comparecdto
every other document in the same DB. Document
structure could evolve easily over time. At anytime
existing fields in a documentcould be deletedor their
typescould be modified, and new fields could be added.
A documentanpointto another document, in the same or
different DB, via a DocLink. Parentchild relationships
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could exist betweendocuments In addition, documents
could be classifiedalong categoryhierarchies.Querying
of a DB’s contentscan be doneusinga fairly high-level

guery languagealthoughthe latter is not as sophisticated
as the recently proposed query languagesfor semi

structred DBs and XML data.SinceNotesdoesnot have
an RDBMS-style query optimizer, choice of an access

path to process a query needs to be made by the user.

3. Storage Architecture

All userdataand metadatabelongingto a Notes DB is

storedin a singlefile dedcatedto thatDB. A serveror a

client canmanageany numberof DBs. Datais storedon

disk in a machineindependentformat so that binary

copying of a DB file across dissimilar machine
architectureqe.g., PC and RISC) doesnot require any

conversionsto be performed before the DB becomes
accessible on the target system. Because of the

unstructurechatureof the supporteddatamodel, DBs as

well asindividual documentswithin them are storedin a

completely location independent and selfdescribing
format. Storage managementis done differently for

structuredields versusmultimediaor rich text fields (e.g.,
attachments) Within a DB (e.g., when an index entry

points to a document),a documentis identified using a

short NotelD and across DBs (e.g., for replication
purposesijt is identified usinga longer UNID (Universal
Note ID).

Sophisticatedhierarchicaland ranked)B*-treesare used
for managingviews. The latter are like the indexesor
materialized views of RDBMSs. With each view, an
expressioncan  be associatedto determine which
documentsn the DB qualify to be includedin the view.
Unlike RDBMS indexes,Notesviews are not maintained
synchronouslyas the underlyingdocumentsare updated.
Timestampsontainedn documentandin tombstone®f
deleteddocumentsare exploitedto efficiently updatethe
views. Not using a log for this purpose poses an
interesting problem since the old values of a modified
document’s fields are not available to compute and
remove the old key. This has been resolved by
maintaining for each view an inverse NotelD to key
mapping.

Full text indexes are manageddifferently from view
indexesandare maintainedn files externalto a NotesDB

file. A singleso-called Domain Index can be used to index

multiple Notes DBs to allow uniform searchingacross
those DBs.

4. Replication

From its first release, support for replication and
disconnected operation has been one of the most
significant and innovative features of Notes. The
replicationmechanisnis very flexible with respecto with

which server(s) and when to synchronize.With each
replica of a DB, an expressioncan be specified to
determinewhich documentsshould be included in that
replica, therebysupportingselectivereplication.One can
also restrict only a subsetof the qualifying documents’
fields to bereplicated.Initially, concurrentupdateso the
samedocumentwere checkedfor conflicts at document
granularity [KRBHOG92]. Subsequentenhancementsave
made it possible to do conflict checking at field
granularity.As in the caseof views,documentimestamps
arerelied uponto identify changeddocumentsSequence
numbers associatedwith individual fields are used to
support the optional field-level conflict checking
functionality. NotesDB canalsobe replicatedwith PDAs
like the Palm Pilot.

5. High Availability

In orderto provide high availability in the eventof server
failures, Domino allows the clusteringof a collection of

serversfor supportingautomaticfailover. The clustered
servers managereplicated DBs that are synchronized
more often and differently than in the caseof normal
replication. The switchoverof a client from oneserverin

the clusterto anothercan be madeto happenevenif the

first serveris not responsiveenough,therebyproviding

load balancindunctionality.

6. Security

Sophisticated access control features and very early
supportof RSA public key technologyfor authentication
have been the hallmarks of the product. Field level

encryptionof documentss alsosupported Thesesecurity
featuresare exploitedin businessapplicationsespecially
when role-based workflows are involved. In the web

context, Domino’s features can be exploited to

dynamically create highly personalized web pages.

7. Heterogeneous Data Access

Throughcompanionproductslike NotesPumpand DECS
(Domino EnterpriseConnectionServices)ijt is possibleto
integrate data from Notes and other sources (e.g.,
RDBMSs, SAP R/3). Notesapplicationscanbe written as
if all the datacomesfrom a NotesDB itself whenin fact
some of the data may be dynamically or periodically
materialized from other sources.This is one way to
integrate backend enterprise data using Notes on the
desktop.Domino canbe accesseftom not only Notesbut
alsoweb browsersand CORBA clients. Similarly, Notes
canbe usedto accessot only Domino but alsoCORBA,
SMTP and POP3 servers.
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8. ARIESfor Semi-Structured Data

Through the joint efforts of Iris Associatesand IBM
Almaden'sDominotesproject, one of the major features
that was introducedin the latest release(R5) of Lotus
Dominois atraditional DBMS-style, write-aheadogging
basedrecoveryschemegMohan99]. This optionalfeature
can be enabledat the granularity of a DB. At anytime,
logging canbeturnedon or off by anadministratorWhen
loggingis on, eachNotesAPI call is implicitly treatedas
an ACID transactionEvenwith this restriction,a single
transactioncould run for a long time by manipulating
multiple documentsand/ormultiple DBs in a single API
call. Since Notes had not beenoriginally designedwith
log-based recovery in mind, adding this sophisticated
technology required significant design work. This is
becauseenhancement$ad to be madeto our ARIES
recovery method [MHLPS92] to deal with the fact that
storage management in Notes is done in very
unconventionalvays.We call this versionof our recovery
methodARIES/SSD (ARIES for SemiStructured Data).

Notesstorespersistentlyin a DB file nhumerouskinds of

data structures- different kinds of hashbased search
structuresists of NotelDs, B-trees,bit vectors,objects,
tables, ... Someof thesestructuresare paginatedwhile

othersare not. Different pagesizesare usedby different
structures Over time, thesedatastructuresmight also be
moved around within the file in arbitrary ways. Since
someof the datastructuregamight containattachmentsike

audio, video, etc., internally logging had to be made
optional at the data structure level also.

File Caching Someof the recovery complicationsalso
comefrom the fact that Notesrelieson fil e cachingbeing
doneby the file systemof the operatingsystem.In other
words, Notesdoesnot provideraw devicesupport.Under
certainconditions(e.g.,whensomemetadatas changed),
Notesissuesa file sync call to the operatingsystemto

force the file cache contentsto be written to disk

immediately.This is an expensiveoperationand with our

logging enhancemerih R5 we havebeenableto improve
performanceby reducingthe numberof timessucha call

needs to be issued.

Recover_L SN Tracking Until R5, Notesdid not havea
full-blown buffer manage(BM). Unlike anRDBMS BM,

the Notes BM hasto managevariable sized pagesin a
single buffer pool (BP) since the Notes DB contains
structureswith many different pagesizes.Evenwith the
new BM in place,the nonpaginateddata structuresare
managedoutside of the buffer pool. This fact, coupled
with the existenceof thefile cachein the operatingsystem
that might contain somerecentlywritten datameansthat
the Recover_LSN information trackedby BM in ARIES

for checkpointing and restart redo recovery purposes
needs to be supplemented with additional such

informationrelatingto the datanotin BP. We now havea

table in virtual storagewhich tracks Recover_LSNsfor

non-paginatedstructuresof a DB which are manipulated
outsideBP. We alsotrack a global Recover_LSNor the
file cacheon a per DB basis. This value is computed
basedon the Recover LSN®f the recentlywritten pages
and other nonpaginatedstructures File sync calls cause
this value to be reset. This resetting has to be done
carefully sincewrites to the file cachemay occurwhile a

sync is in progress.

Analysis and Redo Passes Accommodatingthe storage
managementharacteristicef Noteshasrequiredchanges
to the analysisandredo passs of ARIES. We could not

rely on an LSN (Log SequenceNumber)field that was
createdat a certainoffsetin the DB file continuingto be

at that sameoffset after a while. This is becausepages
might be migrated(within a DB) or deallocatecand later

someuserdatamight be storedat that LSN location. For

such reasons,in ARIES/SSD,the analysispassgathers
information about spaceallocations. The latter is used
during the redo passto skip processingsomelog records
whoseLSNs, in ARIES, might havebeencomparedwith

LSNs on correspondingDB pages.Wheneverpossible,
ARIES/SSD does logical logging and LSN-based
recovery. Otherwise, it does physical logging and nor

LSN-based recovery.

DB Migrations Notesusersfrequentlymove or replicate
DBs by doing fil e copyingvia the operatingsystem.This
cancausea loggedversionof a DB to be overlaidwith an
older or newerreplica of that DB from anothersystem.
Attemptingto apply the log recordsto the wrong version
of a DB can cause major problems. We track extra
informationin the DB headetto dealwith suchsituations.
When we detectthat a DB had beenmigratedfrom one
systemto another,we resetthe LSN fields in that DB

sincethelogsatthe 2 systemanaybe growingat different
rates.In particular,the LSNs being assignedn the new
systemmay be lower thanthe LSNs alreadyassignedoy

the old system.For a numberof reasonsyve did not adopt
the solution of [MoNa94] wherea similar problemarose
becausdDB pagescould migratefrom client to client and

the loggerwasattheserver but an LSN had to be assigned

locally in a client machine while producinga log record,
without communicating with the server.

Backup and Restore Prior to R5, backupandrestoreof a
Notes DB were not supporteddirectly in the product
itself. Notes administratorshad to rely on file system
utilities for accomplishingthosefunctions. Starting with

R5, APIs are providedfor backupvendorsto useto geta
transactiorconsistentopy of a DB, while still permitting
concurrenupdate to the DB asthe copyingis done.This
approachis very different from the one implementedin

DB2 [MoNa93].
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Methods to deal with partial writes to disk have been
addedMohan95a].Dueto lack of time, in R5, we did not

enhancedhe view index managewmith supportfor logging.

Justas we exploited the Nested Top Actions feature of

ARIES extensivelyin ARIES/IM [Mohan95b,MoLe92],

ARIES/LHS [Mohan93] and ARIES for MQSeries
[MoDi94], in ARIES/SSD also we have benefited
tremendouslyfrom it. It has permitted us to improve
performanceand increaseconcurrencyBy usinga single
log for logging the changesnadeto all the DBs managed
by a server, we have been able to gain performance
advantagesvenif no single DB encounterssignificant
update activity.

9. Current Work and Conclusions

We are currently enhancing Notes to expose the
transactiorAPI calls (Begin, Commit, Rollback)to users,
therebyallowing a transactiorto spanmultiple NotesAPI

calls. We are also improving the granularity of locking.

This is requiring significant work to be done since the
earlier coarse granularity of locking had been taken
advantage of in many unobvious ways. The new
enhancementsare now forcing us to addressspace
reservation problems to handle rollbacks correctly
[MoHa94]. We areexploiting the Commit_LSNtechnique
[Mohan90]in a numberof placesto improve pathlengths.
By exploiting someof the logical logging techniquesof

[MoLe92, Mohan95b],we are in the processof adding
logging to the view index manager.

In R5, with the changesnade to someof its core storage
structures,scalability of the product has beenenhanced
significantly. Without logging support,recoveringfrom a

failure took time that was proportionalto the size of an

affected DB. Implementingloggingbasedrecovery has
enabledrestartfrom a failure to be much faster. Apart

from the introductionof suchindustriatstrengthfeatures,
Notes, which has been much more than merely a

messaging system from its very beginning, is now

evolving more and more with knowledge managenent

capabilities also.
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