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Abstract 

Oracle Parallel Server (OPS) is a 
shared disk RDBMS. We present a 
high level overview of the main 
architectural issues of OPS and their 
evolution throughout the releases of the 
Oracle database. 

The Oracle relational database can be used 
either in exclusive or shared mode. In 
exclusive (the most traditional) mode only one 
Oracle instance can mount or open the database. 
The Oracle Parallel Server (OPS) option allows 
a database to be opened in shared mode. In 
shared mode multiple instances of Oracle can 
mount the same database. This allows 
concurrent direct read and write access by 
multiple users from multiple instances to all the 
data in the database. This means that multiple 
computers can work with the same database. It 
is this approach which ensures that Oracle holds 
world records in the TPC benchmarks (more 
than 100,000 tpmC). 
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Oracle Parallel Server runs on a shared disk 
cluster. The shared disk architecture employed 
by Oracle has a number of distinct features: 
. high availability: when one node fails, other 
instances can proceed with all the data still 
available to them. 
. dynamic partitioning/load balancing 
. aggregate CPU and memory resources of the 
cluster are utilized 
. enhanced throughput (see the TPCC results 
above). 

These advantages of OPS do not come for free. 
The challenge of this architecture (as of any 
clustered or distributed architecture) is to 
provide data coherency for the independent 
users of the system. Oracle does that using 
sophisticated locking schemes. Oracle uses 
multiple level locking: row locks on transaction 
levels, instance locks within instances, and 
global locks among the instances. The latter are 
specific to Oracle Parallel Server. The basic 
problems associated with the locking 
architecture are: 
. lock modes and their compatibility, 
. locking granularity, 
. binding data to locks, 
. interaction between data access and locking 
protocols. 
Another important OPS architecture issue is 
maintaining a global (cluster wide) logical 
clock. 

The global coherency protocol coupled with 
shared disk access, provides high availability 
feature of Oracle Parallel Server: if an instance 
dies the data changed by the dead instance are 
recovered and after that other instances can 
continue their work. We will give a brief 
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overview of OPS failure detection and 
subsequent recovery. 

Oracle Parallel Server works on both clusters 
and MPP’s. It supports both on line transaction 
processing and data warehouse workloads. 

Oracle’s Parallel Query feature is expanded to 
run across multiple CPUs and multiple nodes. 
Oracle Parallel Query architecture in 
conjunction with OPS provides a very successful 
hybrid of shared disk and shared nothing 
software functionality. 

The latest version of Oracle Parallel Server (8.0) 
contains a significant number of important 
optimizations. The Distributed Lock Manager 
was integrated and the OPS interfaces were 
considerably optimized and changed. The new 
OPS employs the latest developments in the 
inter process communication and system area 
network technology. We will present an 
overview of those changes and the underlying 
motivations for them. 
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