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Commercial parallel database systems such as DB2 
Parallel Edition (DB2 PE) [l, 21 are delivering the abil- 
ity to execute complex queries on very large databases. 
However, the serial application interface to these data- 
base systems can become a bottleneck for a growing 
list of applications such as mailing list generation and 
data propagation from a warehouse to smaller data 
marts. In this abstract, we describe the CURRENT NODE 
and NODENUMBER functions provided by DB2 PE and 
show how these two functions can be used to retrieve 
data in parallel in a linearly scalable manner with re- 
spect to the number of nodes in the system. 

Before proceeding further, we should point out that 
DB2 PE uses a hash partitioning strategy to distrib- 
ute rows of a table to nodes in a nodegroup which is 
a user-specified subset of system nodes. We apply a 
system-specified hashing function on the user-specified 
partitioning key values to generate a partition num- 
ber. This number is used as an index into a partition 
map (which can be modified by users) to find the node 
number where the row will be stored. 

CURRENT NODE and NODENUMBER functions 

The CURRENT NODE value function has a value 
of the node where the application is connected. 
CURRENT NODE does not have any arguments and a 
query could use the CURRENT NODE function wherever 
other value functions can be used, e.g., in the select 
list or in search conditions. The NODENUMBER function 
returns the node number of each row to which it is 
applied. The argument, of this function is a column 
name, i.e., NODENUMBER(col), but in reality the col- 
umn name is an alias to obtain the table name and 
apply the function on the partitioning columns of the 
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table. 

Extracting data in Parallel 

If the task is to perform a large extract on a single 
table T tiith the following SQL statement: 

SELECT T.a, T.b,... FROM T 
WHERE (arbitrary predicates) 

then we can write an application using the following 
modified statement. 

SELECT T.a, T.b,... FROM T 
WHERE (arbitrary predicates) AND 

NODENUMBER(T.a)=CURRENT NODE 

The application will return all rows residing on the 
node where it is connected. In order to perform the 
complete extract, one must, issue this statement from 
all nodes in the nodegroup containing table T and 
combine the set of partial results. The user may find 
the list of nodes containing partitions of table T by 
querying the system catalog tables. DB2 PE’s op- 
timizer recognizes the predicate NODENUMBERCT. a) = 
CURRENT NODE and creates an optimized plan which 
executes the query only on one node. For a large ta- 
ble, the parallel extract is only bounded by the time 
to retrive any one partition of the table and therefore, 
the solution scales linearly with the number of nodes 
across which a table is partitioned. This basic scheme 
can be extended to support complex queries but we 
cannot present the details due to the space limit. 
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