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Abstract
We study implementation techniques for a parallel query language for nested collections. The language handles collections of three kinds (sets, bags, and sequences), and its expressive power is essentially that of OQL (ODMG93). From the perspective of parallel evaluation, the novelty of such a query language is that it can express nested parallelism, which is naturally associated to nested collections. The first implementation step is a translation into a specially designed algebra for flat sequences, having only flat parallelism: the translation “flattens” the nested parallelism, and we prove that it preserves the asymptotic parallel complexity. The second step consists in an implementation of the sequence algebra on a shared nothing architecture. Here we show that all data communications needed by the sequence algebra operators (with one exception) have a particular communication pattern, called monotone communication. We give a provably optimal algorithm for monotone communications on a shared nothing architecture. Here “optimal” means that for any particular initial and final data layout, its communication cost is absolute minimum (not within a constant factor). To account for the communication costs we chose as shared nothing model the recently proposed LogP model. Finally we report some preliminary experiments of our implementation techniques, on a LogP simulator.

1 Introduction
In theory, relational database operations offer great potential for parallel evaluation. On a shared nothing architecture, the database relations are uniformly partitioned horizontally across nodes, and, since the relational operators are so simple, they can be implemented efficiently terms of a number of communication steps between nodes. In practice however, even for the case of relational databases, there are several barriers to good speedup, like data skew and node interference [DG92].

Object-oriented database systems [Deu90, Cat94, ABD+92] complicate the issue of parallelism. Some parallel implementations [CDF+94, GCKL93] address explicitly one dimension of object-oriented databases, namely that of being a collection of objects with links between them. A typical query will start from one object in the database and access other objects by traversing links. When a link traverses node boundaries, either the query migrates to the other node [GWLZ93] or the remote object is fetched over the network [CDF+94]. But in today’s parallel object-oriented databases, the main source of scalable parallelism are still the set operations inherited from the relational algebra.

Object-oriented databases however have the potential for another kinds of parallelism: nested parallelism associated to nested collections, and parallelism associated to the other kinds of collections, like arrays or sequences (these are still arrays, but with a richer set of operations). We discuss here implementation techniques for nested parallelism on three kinds of collections: sets, bags and sequences. We start from a high level query language for nested collections (like OQL [Cat94]), and end on a shared nothing architecture. Nested collections, and their associated nested parallelism, are more vulnerable to data skew than flat relations: therefore we discuss an implementation technique which guarantees good load balance. We give a complete analysis of the complexity of these techniques.

We start with an example showing the main ideas.

An example Consider Stores(name, sales), a re-
lution where name is a string, and sales is a bag (multiset) consisting of all sales at that store: sales(price, item). The Object Definition Language ODL of the ODMG-93 proposal [Cat94] allows us to describe this as:

interface sale
{
    attribute float price;
    attribute string item;
}

interface store
{
    attribute string name;
    attribute Bag< sale > sales
}

Now consider the following OQL [Cat94] query Q:

select f(x.name, x.sales) from x in stores where p(x.name)

which applies (in parallel) the function f to each store, x, satisfying the predicate p, and returns the bag of results. Suppose now that the function f(n, s) in turn applies some other function, g, in parallel to all sales of x, say f(n, s) is:

select g(n, y) from y in s

Then Q has nested parallelism. Note that g(n, y) has access both to the name n of a store, and to some sales y at that store.

Let us take a close look at a parallel evaluation of the query Q. Of course, we start by applying p in parallel to all stores: here we'd like to have the stores uniformly distributed on the nodes, in order to get good load balance. Next we want to apply f in parallel to all selected stores: to ensure good load balance, we redistribute first the selected stores on the nodes. But now we face a dilemma, due to the fact that stores are nested collections: should we distribute the stores uniformly, or rather their sales? This dilemma is typical for nested collection, and for the associated nested parallelism.

Our solution is based on a flattening technique using segment descriptors [BS90, Ble90]. It only works for sequences, not for sets or bags, so a part of this paper deals with encodings of (nested) sets and bags in terms of sequences. To illustrate the technique, suppose that our database has 6 stores, with 5, 6, 4, 0, 1, 2 sales respectively (for a total of 18). First we split stores into a flat sequence names, and a nested sequence sales:

sales = [[500, 501, 502, 503, 504], [510, 511, 512, 513, 514, 515], [520, 521, 522, 523], [0], [540], [550, 551]]

The nested sequence sales is further split into two flat sequences s and ss:

ss = [5, 6, 4, 0, 1, 2]

s = [500, 501, ..., 515]

The numbers in ss are the lengths of the subsequences in sales and are called segment descriptors. Finally,

Figure 1: Implementation of the query Q.

once the whole database is represented only with flat sequences, we can distribute each of the sequences uniformly on the nodes. Figure 1 illustrates this for 3 nodes.

Now we can explain how the query Q can be computed on this data representation, step by step (see also Figure 1):

1. Apply the predicate p to each store. Assume that p returns true on stores 0, 1, 4 (those shaded in Figure 1).
2. Send a 0 or 1 flag to every element in s, saying whether its store has been selected or not: this step involves data communication. The resulting subsequence of s, call it s', has 12 elements (which are shaded in Figure 1).
3. Redistribute s' uniformly on the 3 nodes.
4. We cannot apply g on the elements in s' yet, because g needs access to the name of the store too. For that, replicate the names of the selected stores: the resulting sequence n' contains the names of stores 0, 1, and 4, with multiplicities 5, 6, and 1 respectively.
5. Now apply g on each name-sale pair from n' and s'. This is again done locally, with perfect load balance. Call s'' the sequence of 12 results.
6. Let ss' be the subsequence of ss corresponding to the selected stores: ss' = [5, 6, 1]. Distribute ss' uniformly on the nodes.
7. The final result is a nested sequence represented by the two sequences s'' and ss'.

Each step is a perfectly balanced parallel computation, but the price paid for that is that of frequent data communications: one wonders whether this price is not too high. Our first main contribution in this
paper consists in observing that all these communications are of a particular, simple form, and to describe a provably optimal algorithm for computing them.

On the other hand one wonders how the example above generalizes to arbitrary queries on nested collections (like OQL queries). In this example, a key step consists in expressing nested collections in terms of flat sequences. Our second contribution consists in identifying a list of flat sequence operations which are simple enough to parallelize, and yet sufficient to implement "efficiently" all queries on nested collections (like OQL queries).

We comment more on these two issues next.

Communication cost We implement the flat sequence operations on a shared nothing architecture in the obvious way: by partitioning sequences uniformly on the nodes, doing all communications required to compute that operation and having the result partitioned uniformly too. Thus every operation has perfect processor load balance, but at the cost of frequent data communications. This may saturate the network, leading to poor performance. We show however that all flat sequence operations (with one exception) require only a simple communication pattern, called monotone communication (definition in Section 4): communication steps 2, 3, 4, 6 above are monotone. More, we describe a provably optimal algorithm for monotone, one-to-one communications on a shared nothing architecture (Steps 3, 6 are one-to-one, the other two are one-to-many). Our optimality statement is as strong as it can get: we prove that for any given initial and final distribution of the data on the nodes, our algorithm achieves best possible running time. For many-to-one monotone communications, our algorithm does most of the job too, but needs to be followed by a parallel broadcast step: here we cannot prove absolute optimality, but it is easy to see that the running time does not exceed the optimal one by more than the time for broadcasting one data item, which is independent on the total size of the data (depends only on the number of processors). Hence, for all practical purposes, monotone communications admit highly efficient implementations.

We base our communication cost analysis on the LogP model, recently proposed by Culler et al. [CKP+93]. While precise enough to model virtually all modern multiprocessors [CKP+93, AISS95, Ble94, TM94], the LogP model is simple enough to serve as a framework for the design and analysis of parallel algorithms [KSSS93]. Our optimal algorithm for monotone communication is for the LogP model.

Sequence operations In order to choose the right sequence operations which can implement all nested collection queries (OQL), we start at a high level, by describing a nested collection calculus, NCC, much in the spirit of [AB88, BBW92, VD91, FM95]. NCC is expressive enough to express all queries in OQL, but it is original in its choice of operations for sequences: we show that all sets and bag operations in NCC (and, hence, OQL) can be expressed "efficiently" (explained below) in terms of the sequence operations in NCC. Having done that, we identify next which operations on flat sequences suffice to further translate all NCC sequence operations "efficiently" in terms of flat sequence operations. In short, we get an efficient translation of NCC (OQL) into flat sequences.

Parallel complexities Traditionally, declarative query languages do not carry explicit information about the "complexity" of a query: the optimizer is expected to provide the best execution plan for a query. But since our translation from NCC to nested sequences and then to flat sequences involves complex query rewritings, we want to prove that these translations do not increase the complexity of the original query. Therefore we choose to associate a formal, abstract parallel complexity with NCC: it corresponds to an ideal, but intuitive model of parallel query execution, assuming arbitrary many processors. One can easily infer the parallel complexity of an NCC query, based on this intuition. Then, we can make our claims about the efficiency of the query translations precise, by proving that the translations preserve the asymptotic parallel complexities. As explained above, the flat sequence operations are further implemented on parallel shared nothing architectures: their actual running time is the same as their abstract parallel complexity. In short we have shown that the real parallel running time can be deduced from the high-level, abstract, parallel complexity.

Preliminary experimental results Finally, we tested the feasibility of these implementation techniques by running some simple experiments on a LogP simulator. The experiments are preliminary, and their main goal is to compare three components of the total running time: the data communication cost, the control communication cost, and the local computations. These comparisons are important, since our implementation techniques achieve good processor balance basically at the expense of massive data communications. The results show that for medium or large data sets, and for a number of nodes in the range 1 - 64, the data communication costs are low enough, and hence are a price worthwhile paying for guaranteed processor balance. But as the number of nodes grows beyond some threshold, the cost of the control messages exceeds the total communication cost, making communications too expensive. Still, by increasing the size of the data sets, the threshold increases too.

Bancilhon et al. [BBKV87] describe a database language FAD, designed for a parallel database machine Bubba. FAD is a functional language, featuring nested sets with object identifiers (no bags or sequences) and two main parallel constructs: a parallel map (called filter), and a parallel divide and conquer construct (called pump). Parker et al. [PSV92] describe a value-based model of parallelism in bulk data processing, SVP, in which both sets and streams are represented as trees. It has a complex parallel operator, called transducer, generalizing parallel map, parallel divide-and-conquer, and parallel stream processing. Neither FAD nor SVP have explicit sequence operations. Our language NCC is value-based, like SVP, but its implementation technique, which relies on flat sequences, differs from that of FAD and SVP: also, we focus on
the parallel complexities and on the communication costs, which are not considered in F. D and SVP. Although we do not discuss divide-and-conquer here, this form of parallelism can be integrated in our techniques, using the ideas in [ST94].

This paper is organized as follows. In Section 2 we introduce the nested collection calculus, NCC, its high-level parallel complexities, and show that it can express all OQL queries. In Section 3 we describe the first part of the implementation, namely the translation of NCC queries into flat sequences; we prove that the translation preserves the asymptotic complexity. Section 4 describes the second part of the implementation: here we start by describing the LogP model, show some preliminary experiments, and discuss in the next subsection. A complete list of NCC operations is given in [Suc95].

The central operation in NCC is the parallel map. There are three kinds of map, one for sets, one for bags, and one for sequences. Let f be some function expressible in NCC: mapsequence(f) is a function mapping sequences to sequences, defined by:

\[
\text{mapsequence}(f)\left[\{x_0, \ldots, x_{n-1}\}\right] \equiv f(x_0), \ldots, f(x_{n-1})
\]

Similarly, we have a map for bags, and one for sets; we drop indexes when no confusion arises. mapset(f)(x) is a particular OQL select construct, namely:

select distinct f(u) from u in x

An interesting case is when the function f itself contains another map: in that case we obtain nested parallelism, as in the example of Section 1.

Other operations are: set union (\(\bigcup\)) and sequence concatenation (\(\otimes\)); flatten, which takes a set of sets and removes one level of parentheses, e.g. flatten({{a, b}, {a, b, c}}) = \{a, b, c\}, similarly there exists a flatten for bags of bags, and one for sequences of sequence. NCC has a conditional, if then else , and an unspecified list of external functions, like primitive operations (+, -, *, /, etc.), and user-defined functions and predicates.

NCC derives lots of flexibility from nesting map constructs and mixing them with the flatten operator. E.g. the query select distinct u from x where p(x) is expressed in NCC as flatten(map(f)(x)), where f is: f(u) = if p(u) then {u} else (1.

Cartesian product and join are expressed as nested map's. E.g. \(x \times y\) is flatten(map(f)(x)) where f(u) = map(g)(y), and where g(v) = (u, v). In OQL syntax this becomes:

\[
\text{flatten}(\text{select}(\text{select}(\langle u, v \rangle \text{ from } v \text{ in } y) \text{ from } u \text{ in } x))
\]

2 Operators for sequences

Besides the operators mentioned in the previous subsection, NCC has sequence operators specially designed to allow both (1) an efficient implementation of sets and bags in terms of sequences, and (2) further efficient parallel implementation of the sequence operations. They are: enumerate, zip, and split. For \(x = [x_0, \ldots, x_{n-1}]\) and \(y = [y_0, \ldots, y_{n-1}]\), enumerate and zip are defined as:

\[
\text{enumerate}(x) \equiv [0, 1, \ldots, n-1]
\]

\[
\text{zip}(x, y) \equiv [(x_0, y_0), \ldots, (x_{n-1}, y_{n-1})]
\]

Example: zip(\(x, \text{enumerate}(x)\)) pairs every element in \(x\) with its index; \((x_0, 0), (x_1, 1), \ldots, (x_{n-1}, n-1)\). zip produces an error when \(x\) and \(y\) have different length.

split(x, y) is an inverse to flatten: it returns a sequence \(s\) such that flatten(s) = x. Here y is a...
\begin{align*}
T(\text{map}(f),[x_0,\ldots,x_{n-1}]) & \coloneqq 1 + \max_{i=0,n-1} T(f,x_i) \\
W(\text{map}(f),[x_0,\ldots,x_{n-1}]) & \coloneqq \text{size}([x_0,\ldots,x_{n-1}]) + \sum_{i=0,n-1} W(f,x_i)
\end{align*}

Figure 2: The definition of \(T\) and \(W\) for \(\text{map}(f)\).

sequence of integers dictating the lengths of subsequences in \(z\), i.e., \(z\) will be such that \(\text{map(\text{count})(z)} = y\) (count computes the length of a sequence). E.g. \(\text{split}([a,b,c,d,e],[2,0,3]) = [[a],[b],[c,d,e]]\). Of course, the sum of numbers in \(y\) must be equal to the length of \(x\), or else \(\text{split}(x,y)\) is undefined.

We illustrate with an example which we will use in the sequel.

Example 2.1 Consider the query \(\text{select}(x,y)\) taking two sequences \(x\) and \(y\) of the same length, and returning the sequence of those elements \(y_i\) for which \(x_i \neq 0\). E.g. when \(x = [1,0,1,0,0]\) and \(y = [a,b,c,d,e,f]\), then \(\text{select}(x,y) = [a,d,e]\). We express \(\text{select}(x,y)\) as \(\text{flatten}(\text{map}(f)(\text{zip}(x,y)))\), where \(f(u,v) = 0\) then \(v\) else \(\emptyset\). That is \(\text{map}(f)\) returns a nested sequence: for \(x, y\) above, it returns \([(a),[],[d],[e],[]]\). Finally flatten will do the job.

\(\text{NCC}\) is an expressive calculus. It can express set difference, nest, unnest, etc. More generally:

Proposition 2.2 \(\text{NCC}\) can express all OQL queries.

2.4 Parallel Complexities

As promised, we formally define a high-level parallel complexity for \(\text{NCC}\). To every \(\text{NCC}\) query we associated two numbers, \(T\) and \(W\), called the \(\text{parallel time complexity}\), and the \(\text{work complexity}\) respectively. Intuitively \(T\) stands for an idealized parallel running time, assuming arbitrary many processors and zero-cost communication; \(W\) stands for the total number of operations done during the computation (same as the sequential complexity). E.g. for \(\text{map}(f)\) (say, on sequences; for sets and bags, \(T\) and \(W\) are defined similarly), the rules defining \(T\) and \(W\) are given in Figure 2. For all other operations in \(\text{NCC}\), by definition \(T \equiv 1\), while \(W \equiv \text{size of the sum of the inputs and the outputs}\). It is with respect to these parallel complexities that we will prove our query translations into flat sequences to be efficient (Section 3). Some explanations are in order.

\(T, W\) for nested collection queries The definitions of \(T\) and \(W\) may seem arbitrary at a first look, but they correspond to an intuitive, abstract parallel model of computation. E.g. to compute \(f(x_0),\ldots,f(x_{n-1})\) in parallel, then assembles the results in a sequence: hence \(T = 1 + \max(T(f,x_i))\). As another example, consider \(x \cup y\). Imagine that the sets \(x\) and \(y\) are given as sorted sequences: then, using enough processors, we can merge \(x\) and \(y\) in a constant number of parallel steps, and with linear work complexity, so \(T = 1\), \(W = \text{size}(x) + \text{size}(y)\). Although formal rules for \(T\) and \(W\) accompany every \(\text{NCC}\) language construct [Suc95], one can "read" \(T\) and \(W\) directly from the query, based on this idealized, but intuitive parallel model of computation.

\(T, W\) for flat sequences For queries on flat sequences however, \(T\) and \(W\) are "real", in the following sense. We show in Section 4 that any flat sequence operation of work complexity \(W\) (and \(T = 1\)) runs on a shared nothing architecture with \(P\) processors in time

\[
T_P = O(T + \frac{W}{P})
\]

We care about the asymptotic behaviors of \(T\) and \(W\), not about their absolute values. E.g. \(W = O(n^{1.5})\) is better than \(W = O(n^2)\). Notice that, in absence of external functions, every query in \(\text{NCC}\) has \(T = O(1)\). But external functions \(f\) are considered to be sequential, hence \(T \equiv W \equiv \text{sequential running time of } f\). So queries with external functions may have \(T\) larger than a constant. E.g. assume \(f(z)\) sequentially processes the sequence \(z\) in time \(T = (\text{size}(z))^2\). Then the parallel time complexity of \(\text{map}(f)(z)\) applied to a matrix \(x = [[x_1,\ldots,x_n],\ldots]\) is \(T = O(n^2)\).

3 Translation into Flat Sequences

Here we show how to translate nested sets, bags and sequences into flat sequences. The main result in this section is:

Theorem 3.1 For any \(\epsilon > 0\) and any query \(Q\) in \(\text{NCC}\) with complexities \(T\) and \(W\), there exists an equivalent query \(Q'\) using only flat sequences, with \(T' = O(T)\) and \(W' = O(W^{1+\epsilon})\).

We pay the \(\epsilon\) penalty in the work complexity in order to sort sequences representing sets and bags. We do not discuss the constants behind the \(O(\ldots)\) in this section: while they are not out of control (they are \(\approx 4\) in Example 3.2 below), Theorem 3.1 should be taken as existence proof. Additional optimization techniques are further required in order to reduce the constants behind the \(O's\). This is the topic of future work. We discuss now the two steps leading to Theorem 3.1.

We start by translating \(\text{NCC}\) queries involving sets and bags into sorted sequences (without duplicates, in the case of sets). We use the order relations at base types, which we lift at arbitrary types. The key step in the translation is a fast sort function [Suc95]: for every \(\epsilon > 0\) there exists an \(\text{NCC}\) expression which sorts\(^2\) a

\(^1\)Because \(T_P = \sum_{i=1}^{P} O(T_i W_i)\) where \(W_i\) is the work complexity of the \(i\)'s operation [Ble90].

\(^2\)We use a specialized form of distribution sort; algorithms like quicksort, with an \(O(n \log n)\) sequential running time, typically lead to \(T = O(\log n)\) parallel steps [Rhe90], while here we need \(O(1)\).
sequence \( z \) of size \( n \) in \( T = O(1), W = O(n^{1+\varepsilon}) \). Using this, we translate a \( Q \) with \( T, W \), into some \( \mathcal{NCC} \) query \( Q' \), implementing \( Q \) in terms of sequences (no sets or bags), with \( T' = O(T) \) and \( W' = O(W^{1+\varepsilon}) \). Of course, we sort only sparingly, namely after those set or bag operations which require duplicate elimination.

When sorting is unnecessary, the translation achieves a much better complexity: \( T' = O(T) \) and \( W' = O(n'^2 + E) \). Using or bag operations which require duplicate elimination.

or bags), with \( T' = O(T) \) and \( W' = O(n'^2 + E) \).

Next, we flatten the sequences in \( \mathcal{NCC} \), and, in the process, flatten the nested parallelism. For this to work we need to choose the right primitive operations on flat sequences: those in \( \mathcal{NCC} \) are not sufficient, because \( \mathcal{NCC} \) can express some operations on flat sequences only by using nested sequences as intermediate results, like the select query in Example 2.1. The complete list of operations is given in [Suc95]. Most of them are trivial, or directly inherited from \( \mathcal{NCC} \), except for three: select \((x, y)\) (Example 2.1), \( \text{bmRoute}(x, y, z) \), and \( \text{sbmRoute}(x, y, z, u) \).

Here \( \text{bmRoute}(x, y, z) \) ("bounded monotone routing") expects three input sequences, \( x, y, z \), with \( y \) and \( z \) having the same length, and \( y \) a sequence of integers. It produces a sequence in which each element in \( z \) is replicated a number of times dictated by the corresponding element in \( y \). The first parameter, \( x \), is ignored, except for its length, which must match in length exactly the length of the output of \( \text{bmRoute} \): we call it a "bound". E.g., \( \text{bmRoute}([x_0, x_1, x_2, x_3, x_4], [3, 0, 2], [a, b, c]) = [a, a, a, c, c] \), i.e., \( a \) has to be replicated 3 times, \( b \) 0 times, and \( c \) 2 times. The "bound" \( x \) has length 5, matching the expected result. One can check that \( \text{bmRoute} \) can be expressed in \( \mathcal{NCC} \), by using nested sequences as intermediate results, but one can prove that without the bound \( x \) \( \text{bmRoute} \) is not expressible.

Finally \( \text{sbmRoute}(x, y, z, u) \), the most complex operation in \( \mathcal{SA} \), is a "segmented" or "nested" version of \( \text{bmRoute} \), defined to be \( \text{bmRoute}(x, y, \text{split}(z, u)) \).

We call the collection of all flat sequence operations the sequence algebra, \( \mathcal{SA} \). Next we encode nested sequences as flat sequences, using segment descriptor techniques [BS90, Bie90] (Section 1). By adapting techniques from [ST94] we show that every \( \mathcal{NCC} \) query on (nested) sequences with \( T, W \) can be translated into an equivalent \( \mathcal{SA} \) query with \( O(T), O(W) \).

Some operations are trivial to translate, like \( \text{split}(x, y) \) when \( x, y \) are flat sequences (it becomes a no-op). But other operations are really tricky, e.g., \( Q(x, y) = \text{map}(\oplus)(\text{zip}(x, y)) \).

This completes the proof of Theorem 3.1.

Example 3.2 Consider the query \( Q \) in Section 1 with complexities \( T, W \), and its implementation in \( T \) parallel steps. Theorem 3.1 applied to \( Q \) produces the following:

+ $SA$ query \( Q' \), having \( T' = 4T, W' = 4W $:

| Step 1 | \( f \) ← \text{map}(p)(names) |
| Step 2 | \( f' \) ← \text{bmRoute}(s, ss, f) |
| Step 3 | \( s' \) ← select\((f', s)\) |
| Step 4 | \( n' \) ← \text{bmRoute}\((s', ss', \text{select}(f, names))\) |
| Step 5 | \( a' \) ← \text{map}(g)(n', a') |

4 Implementing the Flat Sequences on the LogP Model

We show in this section that the flat sequence operations in \( \mathcal{SA} \) can be implemented on a shared nothing architecture with guaranteed uniform processor balance. This is achieved by constantly rebalancing after each \( \mathcal{SA} \) operation, with the potential risk of high communication cost. Our main result in this section consists in giving a provably optimal algorithm for the kind of communications needed in all \( \mathcal{SA} \) operations (except \( \text{sbmRoute} \)).

4.1 The LogP model

To account for the communication cost we use the LogP model introduced by Culler et al. in [CKP+93]. The model is essentially a shared-nothing architecture, in which \( P \) independent nodes are connected by a communication network enabling point-to-point communications. The focus of the LogP model are the parameters of this network, and its goal is to provide a realistic framework for the design and analysis of parallel algorithms. Moreover, the resulting algorithms can be fine-tuned to the parameters of a particular network.

The model describes the network in terms of the latency \( L \), the gap \( g \), and the overhead \( o \). \( L \) is an upper bound on the time needed for one byte of a message to traverse the network from the sender node to the receiver. The overhead \( o \) is the time a processor is busy preparing a message for send or for receive. The gap \( g \) is the minimum time interval between two consecutive bytes sent or received by a node, and is the inverse of the network's bandwidth. Moreover, to avoid network saturation, no more than \( L/g \) bytes are allowed to be in transit between any two processors, at any given time.

In the original LogP model, messages have a fixed size, which is assumed to be a small number of bytes. We slightly extend it by allowing variable length messages (but without adding a fourth parameter as [AISS95]). Figure 3 illustrates the cost of sending a message of size \( s \), starting at time \( t \). The receiver fully receives the message at time \( t + 2o + L + (s - 1)g \). Except for the overhead, there may be overlap of computation and communication at any given node: e.g. the sender can initiate sending the next message at time \( t + (s - 1)g \). Also, we assume a dual port model: a node can both send and receive a message at the same time.

E.g. look at names: \( Q \) apparently touches it only once (by mapping \( p \) on it), while \( Q' \) does 4 operations on names and \( f \), which has the same size.
function \( f_0 \) is at least linear (\( T(f_0, x_i) > c \cdot \text{size}(x_i) \), for

We will focus on efficient orchestration of messages for

4.2 Data partitioning

We distribute flat sequences using block partitioning. To illustrate, assume first that the length \( n \) of some sequence \( x = [x_0, x_1, \ldots, x_{n-1}] \) is divisible by \( P \), i.e. \( n = P \cdot n_0 \). Then we store the subsequence \( x_i' = [x_{in_0}, x_{in_0+1}, \ldots, x_{in_0+n_0-1}] \) at node \( i \), \( i = 0, P - 1 \).

When \( n \) is not divisible by \( P \), then we store an additional item in the first \((n \mod P)\) nodes. Always \( x^0 \circ x^1 \circ \ldots \circ x^{P-1} = x \), and the lengths of any two \( x^i, x^j \) differ by at most one. We also store the total length, \( n \), at each node.

4.3 An example: \( \text{select}(x, y) \)

We start with data partitioning.

We take now a close look at the steps needed to implement some \( \mathcal{SA} \) operations, say \( z = \text{select}(x, y) \). To begin with, each node \( i \) holds the subsequences \( x_i' \) and \( y_i' \) of \( x \) and \( y \) respectively. Then \( \text{select}(x, y) \) requires three communication steps:

1. Each node \( i \), \( i = 0, \ldots, P - 1 \), starts by counting locally the number of nonzero elements occurring in \( x_i' \); call this number \( n_i \). In a global communication step, we compute a prefix sum on the \( n_i \)'s: after that, node \( i \) will hold the value \( m_i \quad \text{def} \quad n_0 + n_1 + \cdots + n_i \).

2. The last node broadcasts \( m = m_{P-1} \) to all other nodes: this will be \( \text{length}(z) \).

3. Having \( m_i \) and \( m \), each node will be able to determine for each of its local elements \( y_i \), what position they take in the final result \( z \), and, sends it to the corresponding node.

The first two communications are control communications, and the last one data communication. The only control communications needed in \( \mathcal{SA} \) operations are broadcasts and/or prefix sums, for which provably optimal implementations exist [KSSS93]. Still, optimality here is not crucial, since their cost depends only on \( P \) (they are \( O(\log P) \)), and not on the database size. We focus on data communications next.

4.4 Monotone communications

It turns out that our data communications have special patterns. Formally, let a communication problem for the LogP model be given by a number of items, a number of cells, both distributed on the nodes, and a one-to-many relation from items to cells, saying which item has to be sent to which cell(s). The problem asks to orchestrate the messages such that all items arrive at their destination in a minimum global time.

Let \( x = [x_0, \ldots, x_{n-1}] \) be the sequence of all items held by all \( P \) nodes, and \( x^i \) the subsequence of \( n_i \) items stored at node \( i \): \( x = x^0 \circ x^1 \circ \ldots \circ x^{P-1} \). Similarly, let \( y = [y_0, \ldots, y_{m-1}] \) be the sequence of all destination cells, and \( y^i \) the subsequence stored at node \( i \). In a communication problem, each item \( x_i \) has to be sent to a number of cells \( y_{d_{k1}}, y_{d_{k2}}, \ldots \), possibly residing on several nodes. When each item \( x_i \) has exactly one destination, \( d_{k1} \), then we call the communication problem one-to-one, otherwise we call it one-to-many. Figure 4 contains three examples of communication problems: (b) is one-to-one, while (a), (c) are one-to-many.

Next, we call a communication problem monotone if for any two distinct items \( x_k, x_{k'} \), with \( k < k' \), any two destination cells of these items \( y_{d_{k1}}, y_{d_{k2}}, \ldots \), satisfy: \( d_{k1} < d_{k2} \). Examples (b) and (c) of Figure 4 are monotone, while (a) is not. Intuitively a communication problem is monotone iff the arrows drawn as in Figure 4 do not intersect each other.

Our central observation is that all data communications in the \( \mathcal{SA} \) operations (except \text{shmRoute}), are
Figure 4: Communication problems, for $P = 3$ nodes.

4.5 A provably optimal algorithm for monotone, one-to-one communications

We give here a simple algorithm for the monotone, one-to-one communication problem, and prove it is optimal whenever $sg > 3\omega$, where $s$ is the size of the items $x_k$, $g$ and $\omega$ are the gap and overhead respectively. Since items do not need to be replicated, we basically obtain optimality by avoiding receive/receive conflicts.

Recall that each item $x_k$ on node $i$ has to be sent to exactly one destination cell $y_{d_k}$, say on node $j$. We will assume that the node $i$ knows the relative position of cell $y_{d_k}$ on node $j$.

The algorithm consists of two threads at each node: a send-thread and a receive-thread, with the send-thread of higher priority. The send-thread at node $i$ starts by partitioning its items into blocks, according to their destination node, Figure 5. Each block will be sent in a single, possibly long message to its destination. Because the communication is monotone, only blocks 0 and $\lambda$ (first and last) may generate receive/receive conflicts at their destinations. To avoid them, we send the blocks in the order $\lambda, \lambda - 1, \ldots, 0$: hence, each node $j$ will receive its messages in left-to-right order. Then, the only possible receive/receive conflict remains only for block 0: there may be other nodes, say $i - 1, i - 2, \ldots$ sending to the same node $j_0$. Hence the send-thread waits for all processors to the left to complete their sends. Since it knows the cell number at node $j_0$ where item $x_{k_0}$ goes, it can compute exactly how much time it needs to wait before it is its turn. The send-thread is described in Figure 6.

The receive-thread receives messages and stores them in their destination cell, at full speed. The only problem is that it has to avoid send/receive conflicts, Figure 7. The black boxes represent time intervals in which a thread needs to acquire the processor: two black boxes are not allowed to overlap. Before starting to accept a message, the receive-thread checks the state of the send-thread: if the time $t$ left before the send-thread needs to acquire the processor is $< \omega$, then the receive-thread waits, for at most $t + \omega$ time units. Even in this case, the delayed black box will not interfere with the next black box, provided that $3\omega \leq sg$.

We can prove [Suc95]:

**Theorem 4.1** When $3\omega \leq sg$, then the algorithm in Figure 6 is optimal for the monotone one-to-one communication problem.

When applied to an $SA$ operation with work complexity $W$, the running time is $\approx g\frac{W}{P} = O(\frac{W}{P})$.

4.6 An efficient algorithm for monotone, one-to-many communications

For the case of one-to-many monotone communications, we proceed in two steps: (1) a one-to-one communication step, in which each item is sent only to its rightmost destination, (2) a number of local broadcasts (group communications), in which each item is replicated to its left. The cost of the latter is independent on the data size, and depends only on $P$. We don't know whether the two steps combined form an optimal algorithm (the optimal algorithm may overlap the two steps), but the running time $t$ is obviously bounded by $t \leq t_{\text{optimal}} + t_{\text{broadcast}}$, where $t_{\text{opt}}$ is

---

This assumption is true for all our $SA$ operations.
Valiant's parallel merge algorithm [Val75, Ja92]. Two sorted sequences \( z = [z_0, z_1, \ldots, z_{m-1}] \) and \( y = [y_0, y_1, \ldots, y_{n-1}] \) are given as inputs. In order to merge them, our algorithm starts by dividing \( z \) into \( \sqrt{m} \) subsequences of length \( \sqrt{m} \): \( z = [z_0, z_1, \ldots, z_{m-1}] \). In parallel for each subsequence \( z^i \), it finds the corresponding subsequence \( y^i \) of \( y \) with which \( z^i \) has to be merged. Then \( z^i \) with \( y^i \) are merged using an external, sequential sequential-merge function, in parallel for \( i = 0, \sqrt{m} - 1 \). (Valiant’s algorithm continues recursively, for a total of \( O(\log \log m) \) parallel steps.) For \( m \) sufficiently large, the number of \( \sqrt{m} \) subsequences which have to be merged in parallel is large enough to allow a reasonably good processor load balance.

The data sets for the merge benchmark were generated such that \( z \) is uniformly distributed in the interval \([z_0, z_{m-1}]\), while \( y \) is uniformly distributed in the middle third of \( z \). While these data sets were easy to generate, they may not cover the worst case, when one subsequence \( y^i \) is equal to \( y \): a second pass of the algorithm however can guarantee perfect load balance in this case too [Suc95].

Each point in the graphs represent a single run: since the simulator is deterministic and we used a single data set, subsequent runs would produce the same results. For simplicity, our simulator ignores other factors besides communication and computation time, such as I/O cost, start-up time, system load, etc.

We ran each experiment in two modes. In the communication only mode, the simulator counts only the communication time, and ignores the computation time, except for the communication overhead \( o \): this is the same as assuming infinite processor speed, hence we obtain 0 running time for \( P = 1 \) node. This mode is useful for measuring the communication costs. In the communication and computation mode, the computation time (which is estimated) is taken into account too. There are two kinds of computation times which are counted in this mode. First there is the computation time of the external functions sequential-merge. This time strictly decreases as \( P \) increases. Second, there is the computation time spent in preparing the communications for the S.A operators: this is in some sense "unuseful" work, since for \( P = 1 \) this time is 0.

We tested two performance metrics speedup and scaleup [DG92]. In the speedup experiments we kept the data size constant, and varied \( P \) from 1 to 64: both \( x \) and \( y \) have length 100,000. In the scaleup experiments we varied \( P \) again from 1 to 64, and chose the length of \( x \) and \( y \) to be \( 10,000 \cdot P \).

The speedup of merge in Figure 8 reveals a nice surprise: the communication time decreases with \( P \). For \( P = 1 \) there are no communications at all. When \( P \) increases, the time for the control communications is \( O(\log P) \), forcing the total communication time to increase. But at the same time each processor has to send less data messages, because the input data size is

![Figure 5: The send-blocks in the optimal monotone, one-to-one algorithm.](image)

![Figure 7: Possible send/receive conflicts.](image)
constant. What the graph in Figure 8 says is that for a large input size \( N = 100,000 \) and not too many processors, the communication time is dominated by the data messages. Hence it decreases when \( P \) increases. Had we increased \( P \) even further (say \( P = 128 \)) we would have observed an increase of the communication time, because it starts being dominated by the control communications. However for larger data sets, the data communications would be still dominant for even larger \( P \)'s.

Once we account for the computation time too, the graph in Figure 8 shows a good overall speedup.

The total number of words sent plotted in Figure 8 reinforces the observation about the communication time being dominated by the data communications. Indeed the total number of words in the data messages is constant (because the input size is constant), while that in the control messages varies (\( P - 1 \) for broadcast, \( O(P \log P) \) for scan): the graph shows that the total number of words sent grows slowly with \( P \), hence the constant component is significant. The other two plots in Figure 8 reveal a negative phenomenon of our implementation on the LogP model. As \( P \) grows, more and smaller data messages are exchanged: the total number of messages grows linearly with \( P \).

In the speedup experiment, Figure 9, the communication time grows faster than in the speedup experiment, because the cost of data communications per node remains roughly constant, while that of control communications increases. Still the growth is not significant as long as the communication phase is dominated by the data messages, as in the range \( P = 4 \ldots 32 \). For \( P = 64 \) however, the communication time starts getting dominated by the control messages, and it grows sharply. This upper bound for \( P \) increases as the data size at each processor increases: we expect to see good speedup beyond 64 processors for, say, 40,000 elements per processor. The maximum message size shown in Figure 9 stabilizes at 10,000, which means that, at some point, a processor sends all its \( x \) or \( y \) subsequence to another processor. Unlike in the speedup experiment, the total number of words sent increases linearly both for the data messages and for the control messages.

6 Conclusions and Future Work

We have discussed parallel implementation techniques for databases organized as nested sets, bags, and sequences. At a high level we have shown how nested parallelism can be flattened in an efficient way w.r.t. the asymptotic parallel complexities. At a low level we have discussed implementations on the LogP model, showing absolute optimality for data communications. Several issues remain to be addressed:

Optimizations The translation of \( \mathcal{NCC} \) queries into \( \mathcal{SA} \) queries (Theorem 3.1) preserves only the asymptotic parallel complexities: this is OK for an existence proof, but for practical purposes the constant behind the \( O \)'s need to be decreased. This can be done by algebraic transformations of the resulting \( \mathcal{SA} \) expression.

Joins \( \mathcal{NCC} \) has no special join operation, but can express it with 2 nested map's (like in Subsection 2.2). Written like this, its complexity is \( T = O(1), W = O(n^3) \) (assuming both relations of size \( n \)). We can do better, by representing relations as sequences, sorting them, then using merge join: this gives us \( T = O(1), W = O(n^{1.5+\epsilon}) \), for arbitrarily small \( \epsilon > 0 \), which leads to a \( O(W^{1+\epsilon}/P) \) parallel running time (equation 1). But of course, we would do much better by using one of the existing specialized parallel join algorithm [SD89]. It is of interest to integrate our techniques for nested parallelism with existing specialized parallel algorithms for flat relations, by treating flat relations as special cases.
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Figure 8: Speedup of $merge(x, y)$.

Figure 9: Scaleup of $merge(x, y)$.