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Abstract

We present a priority system which is particularly suited for production rules coupled to databases. In this system, there are default priorities between all rules and overriding user-defined priorities between particular rules. Rule processing using this system is repeatable: for a given set of rules and priorities, the rules are considered for execution in the same order if the same set of transactions is executed twice on the same initial database state. The rule order adheres to the default order as closely as possible: rules are considered in the same order as the default order unless user-defined precedence constraints force an inversion.

We present data structures and efficient algorithms for implementing such a priority system. We show how the data structures can be incrementally maintained as user-defined priorities are altered. We also discuss how the proposed scheme can be extended to build a multi-level hierarchical priority system.

1 Introduction

Incorporation of production rules into database systems has recently received considerable attention [6,7,8,11,19,21,25,26,27,30]. A central issue in production rule systems is conflict resolution [20,14]. Given that two or more rules are triggered, a conflict resolution mechanism determines which rule is considered first for execution. Some rule systems (for example, Postgres [26]) require that the rule definer specify an absolute numeric priority to conflicting rules which is used to resolve conflicts at runtime. Other systems (for example, OPS5 [9]) use a combination of some static properties of the rules (such as the complexity of the antecedents) and some dynamic properties of the data (such as the recency of the tuples satisfying the rules) to determine relative priority. In the case that no criterion resolves the conflict, a rule is chosen randomly, making the rule system non-deterministic.

Non-determinism in production rule systems has led to systems that have turned out to be much more complex and unwieldy than had been expected [16], which in turn has inspired research into deterministic production rule systems [12,24,32]. Although not necessarily appropriate for all applications, deterministic production rule systems are more easily understood, maintained, and extended. They are particularly useful for rule bases coupled to databases, since the primary purpose of a rule base in such an environment is to automate deterministic activities [12].

We propose a new priority system for deterministic production rule systems that has the following attributes:

1. Default Priorities. The rules in the production rule system have default relative priorities that are a function of the static properties of the rules. This function, \( p \), defines a default total order over the production rules. A function yielding the creation timestamp of the rules (assuming creation timestamps are unique) is an example of such a function which gives higher priority to older rules. Production order rules, described in [20], provide other examples of such a function. We represent the default total order by \( R \rightarrow S \) such that, given two rules \( R \) and \( S \), if \( p(R) < p(S) \) then \( R \rightarrow S \). Default priorities may be user-specified or induced by the system.

2. User-Defined Priorities. The user may explicitly specify relative priorities between particular rules by defining a precedes relationship between them. If the user has specified that rule \( R \) precedes \( S \), and if both \( R \) and \( S \) have been triggered, then \( R \) is considered first for execution, regardless of the default total ordering. User-defined priorities are transitive; that is, if \( R \) precedes \( S \) and \( S \) precedes \( T \), then \( R \) precedes \( T \) even if \( S \) is not triggered. Cycles are not permitted in the user-defined priorities. \( R \Rightarrow S \) represents that rule \( R \) has user-defined priority over \( S \). We assume for convenience that for every rule \( R \),
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3. Repeatability. If the same set of transactions is executed twice with the same database state, the same set of rules, and the same user-defined and default priorities between the rules, then all rules are considered in the same order. This repeatability property is important since it is essential for a system to have predictable behavior. The repeatability property can be guaranteed if, given a default total order \( R \Rightarrow S \) over a set of rules \( \mathcal{R} \) and an overriding partial order \( \Rightarrow \) over a subset of rules in \( \mathcal{R} \), we can obtain a new unique total order. The new total order is represented by \( ^< \).

The repeatability property is stricter than the determinism property considered in [12,24,32]. For example, [12] only requires that the production system have a unique fixed point, whereas the repeatability property insists that the computation path to the fixed point is also unique. However, [12] places constraints on rule sets to realize production systems with unique fixed points. The repeatability property guarantees determinism without constraining rule sets. Also, just having a unique fixed point can be inadequate for applications having side effects (an action external to the database, for example), and we need the stronger repeatability property.

4. Adherence to Default Order. The new total order \( ^< \) adheres to the default order to the extent permissible within user-defined precedence constraints. Starting with the first rule in the default order, the rules are put in the new order in the same order as the default order unless a user-defined priority forces a rule to come earlier. Consider, for example, the rule system consisting of rules \( R_0 \), \( R_1 \), \( R_2 \), and \( R_3 \), where the subscripts associated with the rules also denote their timestamps. Assume that the default order is to order the rules in increasing order of their timestamps, and the user-defined priorities are \( R_2 \Rightarrow R_0 \) and \( R_3 \Rightarrow R_1 \). If it weren’t for \( R_3 \Rightarrow R_0 \), the adherence property would require that \( R_0 \) come before any other rule in \( ^< \), as \( R_0 \) is the first rule in the default order. However, due to user-defined priority of \( R_3 \) over \( R_0 \), \( R_3 \) comes first and then \( R_0 \). Having placed \( R_0 \), the adherence property requires that \( R_1 \) be placed next in \( ^< \). However, the user-defined priority of \( R_2 \) over \( R_1 \) forces that \( R_2 \) be placed before \( R_1 \), and thus \( R_3 \Rightarrow R_0 \Rightarrow R_2 \Rightarrow R_1 \) is the new total order.

Formally, for \( ^< \) to adhere to \( \Rightarrow \), it must be that \( R \Rightarrow S \) and \( S \Rightarrow R \) if and only if i) \( R \Rightarrow S \), or ii) \( S \Rightarrow R \) and \( \exists T \) such that \( S \Rightarrow T \), \( R \not\Rightarrow T \), and \( T \Rightarrow U \) for all \( U \) such that \( R \Rightarrow U \) and \( S \not\Rightarrow U \). Otherwise, \( R \Rightarrow S \) and \( R \not\Rightarrow S \). In other words, if \( R \) precedes \( S \) in the default total order then their ordering is reversed in the new total order if and only if the user has specified that \( S \) must precede \( R \) or that \( S \) must precede a rule \( T \) that precedes in the default order all the rules that \( R \) must precede. Any rule that has been specified by the user to follow both \( R \) and \( S \) is ignored in this decision.

The adherence property has a relationship to inversions [16] in the sense that \( ^< \) is an inversion of \( \Rightarrow \) that satisfies user-defined precedence constraints. In addition, the adherence property requires that this inversion be such that, starting with the first item in \( \Rightarrow \), items have the same order in \( ^< \) as in \( \Rightarrow \) unless a user-defined precedence dictates otherwise. This requirement resembles the priority-driven deadline scheduling of jobs in real-time systems [18,4]. However, in deadline scheduling, if the deadline for a task is missed, the task may not be scheduled at all. On the contrary, rules are never dropped in rule systems (although a higher priority rule may cancel the firing of a lower priority rule).

The priority system proposed in this paper is the result of an effort to define a priority system for the Starburst Production Rule System [30]. An initial design [29] allowed the user to define relative priorities between some rules and required the rule system to be repeatable. However, the algorithm for determining ordering between rules in [29] can lead to cycles in the rule priorities and, hence, does not produce a total order. Letting \( ts(R) \) represent the creation time of rule \( R \), the ordering between two rules \( R \) and \( S \) in [29] is determined as follows:

1. If \( R \Rightarrow S \) and \( R \not\Rightarrow S \), then \( R \Rightarrow S \).
2. If \( S \Rightarrow R \) and \( S \not\Rightarrow R \), then \( S \Rightarrow R \).
3. Otherwise, if \( ts(R) < ts(S) \), then \( R \Rightarrow S \) else \( S \Rightarrow R \).

However, consider rules \( R_0 \), \( R_1 \), and \( R_2 \), such that \( ts(R_0) = 0 \), \( ts(R_1) = 1 \), \( ts(R_2) = 2 \), and \( R_2 \Rightarrow R_0 \). \( R_0 \Rightarrow R_1 \) since \( R_0 \not\Rightarrow R_1 \), \( R_1 \not\Rightarrow R_0 \), and \( ts(R_0) < ts(R_1) \). Similarly, \( R_1 \Rightarrow R_2 \). Also \( R_2 \Rightarrow R_0 \), since \( R_2 \Rightarrow R_0 \). Thus, \( R_0 \Rightarrow R_2 \Rightarrow R_0 \), a cycle.

The problem of task allocation with precedence relations [5,17,31] has similarities to the priority problem considered in this paper. Task allocation with precedence relations also considers the effect of precedence relations between modules on task scheduling. The prece-
idence relations put constraints on the final order, and the total order satisfies the partial order imposed by these relations. However, conflicts are resolved using dynamic information about the jobs, which does not necessarily impose a total order. We, on the other hand, use the adherence property to arrive at the unique total order.

The organization of the remainder of the paper is as follows. In Section 2, we present an algorithm for determining the order between two rules given a default total order over a set of rules and an overriding partial order over some rules in this set. We show that this algorithm leads to a new total order that adheres to the default order and guarantees repeatability. Section 3 discusses efficient implementation of this algorithm. Section 4 describes how changes in the user-defined priorities between rules can be handled incrementally. Section 5 shows how our scheme can be extended to build a hierarchical priority system. Related rules are grouped into rule classes, as in [13]. User-defined priorities are specified separately for rules in each class and also for rule classes themselves. This scheme extends naturally to multi-level hierarchies. We conclude with a summary in Section 6.

2 Rule Ordering

Definition 1 (Distinguished Rule) Given two rules \( R \) and \( S \) and an ordering function \( p \) that determines the default total order, the distinguished rule for \( R \) with respect to \( S \) and \( p \), \( d(R)_{S,p} \), is defined as follows:

1. If \( S \Rightarrow R \), then \( d(R)_{S,p} = R \).
2. If \( S \not\Rightarrow R \), then \( d(R)_{S,p} \) is defined to be the rule \( T \) such that all of the following hold:
   a. \( R \Rightarrow T \),
   b. \( S \Rightarrow T \), and
   c. \( \forall U \) such that \( R \Rightarrow U \) and \( S \not\Rightarrow U \), \( p(U) \geq p(T) \).

For example, assuming that \( p \) is the function yielding the creation time of a rule and that \( S \Rightarrow R \), the distinguished rule for rule \( R \) with respect to rule \( S \) is the oldest rule \( T \) that \( R \) must precede and that \( S \) does not precede in the user-defined priority ordering. Note that \( d(R)_{S,p} \) always exists and is unique. Also, \( d(R)_{S,p} \) could be \( R \) itself.

Algorithm 1 (Relative Rule Ordering) Given two rules \( R \) and \( S \) and an ordering function \( p \) that determines the default total order, applying the following two steps in order determines the relative ordering between two rules \( R \) and \( S \):

1. If \( R \Rightarrow S \) and \( R \not\Rightarrow S \), then \( R \Rightarrow S \) and \( S \not\Rightarrow R \), then \( S \Rightarrow R \).
2. Otherwise, let \( U = d(R)_{S,p} \) and let \( V = d(S)_{R,p} \).
   a. If \( p(U) < p(V) \), then \( R \Rightarrow S \); otherwise, \( S \Rightarrow R \).

That is, the relative ordering between two rules is determined by the user-defined priority (direct or transitive) between them when there is one. Otherwise, the relative ordering is determined by the relative value of the default ordering function \( p \) for their respective distinguished rules.

For example, let the rule system consist of rules \( R_0, R_1, R_2, R_3, R_4, R_5, \) and \( R_6 \), where the subscripts associated with the rules also denote their creation time. Let the default total order be determined by the creation time of the rules, and let the user-defined priorities be as illustrated below. Then, \( R_3 \Rightarrow R_5 \) because \( d(R_3)_{R_5} = R_1 \), \( d(R_5)_{R_3} = R_2 \), and \( ts(R_1) < ts(R_2) \).

\[
\begin{align*}
R_0 & \rightarrow R_1 \\
R_2 & \rightarrow R_3 \\
R_4 & \rightarrow R_6 \\
R_5 &
\end{align*}
\]

Theorem 1 (Repeatability and adherence of the relative rule ordering algorithm) Given a set of rules \( \mathcal{R} \), the pairwise application of the relative rule ordering algorithm over rules in \( \mathcal{R} \) generates a repeatable and adherent total order.

Proof: See Appendix A.

3 Implementation

We now discuss how the relative rule ordering algorithm can be implemented efficiently.

Definition 2 (Rule Ordering Graph) The rule ordering graph \( G \) for a given ordering function \( p \) and a given set of production rules \( \mathcal{R} \), is obtained as follows:

1. Corresponding to each rule \( R \) in \( \mathcal{R} \), create a node \( R \) in \( G \). Associate with node \( R \) the value of the default ordering function \( p(R) \).
2. For each user defined priority \( R \Rightarrow S \), create an arc from node \( R \) to node \( S \) in \( G \).
3. Create an arc from every node \( R \) to itself.

The following are the data structures for the rule ordering algorithm:

1. Obtain the rule ordering graph \( G \) for the given rule set \( \mathcal{R} \).
2. Compute the transitive closure \( G^* \) of graph \( G \) [2].
3. Sort the successors of every node \( R \) in \( G^* \) in ascending order of their ordering function values.

Given two rules \( r_1 \) and \( r_2 \), the following function returns the rule that has the higher precedence:
function precedence(rule r1, rule r2)
    returns rule
{
    loop
    {
        s1 = next(successor(r1));
        s2 = next(successor(r2));
        // first use the user-defined precedence, if any
        if (s1 == s2)
            return r1;
        else if (s2 == s1)
            return r2;
        // now use the default precedence
        else if (p(s1) < p(s2))
            return r1;
        else if (p(s2) < p(s1))
            return r2;
        else // p(s2) == p(s1)
            continue;
    }
}

It may not be immediately obvious why the loop in the above precedence function always terminates before the shorter of the successor lists of r1 and r2 runs out. Also, if r2 \rightarrow x1, then ri is not necessarily the first rule in the successor list of r2 — there may some other rule s2 that comes before r1 in the successor list of r2. Why does the loop return the correct answer even in this case? The following theorem comes to our rescue:

Theorem 2 (Correctness of the precedence function)
The function precedence generates the same relative ordering between two rules as the relative rule ordering algorithm.
Proof: See Appendix B. \qed

The total order \rightarrow may be constructed by sorting all the rules in \mathcal{R}, using for comparison the precedence function.

4 Addition and Deletion of Rules and Rule Priorities

Rule systems are not static. Rules are continuously added and deleted, and user-defined priorities between existing rules are altered. One alternative is to form a new rule ordering graph \mathcal{G} and compute its transitive closure \mathcal{G}' every time rules and/or priorities are added or deleted. However, instead of recomputing \mathcal{G}' from scratch, we can incrementally update \mathcal{G}' The problem of incrementally updating compressed transitive closure has been considered in [1] and that of incrementally updating path information in [3]. The techniques we present here apply to the general problem of incremental maintenance of complete transitive closure of acyclic directed graphs with sorted successors.

4.1 Incremental Additions

Addition of a new rule R simply results in the creation of a new node \mathcal{R} in \mathcal{G}'. Also, there is an arc from R to \mathcal{R} in \mathcal{G}'.
When the user wants to add a new priority for rule R over rule S, we need to first ensure that \mathcal{S} \rightarrow R does not already exist; otherwise, the creation of \mathcal{R} \rightarrow \mathcal{S} will cause a cycle in the user-defined priorities. If \mathcal{R} \rightarrow \mathcal{S} is a legal addition, then the successor list of every predecessor of R needs to be updated, as they can now reach \mathcal{S} and all the successors of \mathcal{S}.

The following procedure incrementally updates \mathcal{G}' when a new user-defined priority \mathcal{R} \rightarrow \mathcal{S} is added:

// Addition of the user-defined priority, \mathcal{R} \Rightarrow \mathcal{S}
procedure addpriority(rule R, rule S)
{
    // check for potential cycle in the user-defined priorities
    if R is a successor of S in \mathcal{G}'
    {
        disallow priority of R over S;
        return;
    }
    // legal user-defined priority ---
    // update data structures
    L = successors(S); // new reachable
    add(R,L);
}
Recursive procedure that adds to R and all
its predecessors the rules in L

procedure add(rule R, list L)
{
  // omit from L those rules that are
  // already in the successor list of R
  L = L - successors(R);

  // Add rules in L to the successor list
  // of R and its predecessors,
  // maintaining the correct order
  if L is not empty
    // update the successor list of R
    successors(R) = successors(R) + L;
    // maintain order

  if L is not empty
    // update the successor list of
    // predecessors of R
    for all P such that
      P is an immediate predecessor of R do
        add(P, L)
  }

The recursion terminates when all the predecessors
of R have been updated. It is possible that the add
procedure is not executed for some predecessor P if L
becomes empty for all its successors.

Multiple visits to a predecessor of R can be avoided
by some book-keeping. The first time a predecessor is
visited, a bit is set for this rule indicating that this rule
has already been visited. Now, before calling add for a
predecessor P, this bit is tested to ensure that P has
not been already visited.

4.2 Incremental Deletions

Deletion of a user-defined priority R → S does not nec-
essarily imply that S and all its successors should be
deleted from the successor list of R and all its prede-
cessors — there may be alternative paths.

The following procedure incrementally updates G
when a user-defined priority R → S is deleted:

procedure deletepriority(rule R, rule S)
{
  L = successors(S); // rules potentially
  // unreachable from R via S;
  // S is included in successors(S)

  delete(R, S, L);
}

As in the case of incremental addition, the recursion
terminates when all the predecessors
of R have been updated. It is possible that the delete procedure is
not executed for some predecessor P of R if L
becomes empty for at least one node on every path from P to R.

However, it is incorrect to apply the marking optimi-
zation discussed with addpriority to avoid multiple
visits to a predecessor of R. The reason is that, to prop-
age the addition of a rule l in L to some predecessor P of R, it is sufficient to add l to one of the successors
of P and then let P inherit l from this successor. How-
ever, to propagate the deletion of a rule l in L to some
predecessor P of R, l must not be reachable from any
successor of P. If l is only reachable from P through R,
then l will only be deleted from P on the last visit to
node P.

Deletion of a rule R results in the deletion of all in-
coming arcs into R and all outgoing arcs from R in G.
The deletepriority procedure can be applied for each
such arc, followed by the deletion of the node R in G.

5 Hierarchical Priority System

Rules are sometimes grouped into rule classes, as in [13].
Rule classes are useful for structuring problem-solving
by allowing related rules to be bundled into a separate
class. User-defined priorities may be specified between
rule classes and between rules within a class. The algo-

Recursive procedure that deletes from R
and all its predecessors the rules in L
that are not anymore reachable from them

procedure delete(rule R, rule S, list L)
{
  // omit from L those rules for which
  // alternative path exists
  L = L -
    successors(immediate-successors(R) - S);

  // Delete rules in L from the successor
  // list of R and its predecessors
  if L is not empty
    // update the successor list of R
    successors(R) = successors(R) - L;

  if L is not empty
    // update the successor list of
    // predecessors of R
    for all P such that
      P is an immediate predecessor of R do
        delete(P, R, L)
  }

The algorithm presented in Section 3 can be extended to handle
such a hierarchical priority system:
1. Create a class ordering graph \( C' \) as follows:
   i. For every rule class \( C \), create a node \( C \) in \( C' \).
      Associate with a node \( C \) a value which is the smallest of the value of the application of the default ordering function \( p \) on all the rules in \( C \).
   ii. Create an arc \( C \) to \( D \) in \( C' \) if the rule class \( C \) has been specified to have a priority over the rule class \( D \).
   iii. For every rule class \( C \), create an arc from \( C \) to \( C \) in \( C' \).

2. Compute the transitive closure \( C'^* \) of \( C' \).

3. Create a rule ordering graph \( G \) and its transitive closure \( G'^* \) separately for each rule class as in Section 3.

4. Now to determine the relative precedence between two rules, use \( G'^* \) if they belong to different rule classes, and use the corresponding \( G' \) if they belong to the same rule class.

The preceding algorithm can be extended in a straightforward manner to handle multi-level class hierarchies. However, a limitation of this algorithm is that it does not directly admit the user-defined precedence between rules in different classes.

6 Summary

We presented a priority system that is incrementally maintainable for combining user-defined priorities with default priorities. Such priority systems are becoming increasingly important in integrating production systems with database systems which require deterministic behavior. Precedence relationships are a natural way of expressing user-priorities [29] because they increase rule autonomy [20]; they do not force the rule designer to know about all the rules in the system. Such relationships are also often the result of rule analysis [24] and rule generation [28], which specify only the precedences that must be satisfied.

Rule processing using this priority system is repeatable: for a given set of rules and priorities, the rules are considered for execution in the same order if the same set of transactions is executed twice on the same initial database state. The rule order adheres to the default order as closely as possible: rules are considered in the same order as the default order unless user-defined precedence constraints force an inversion.

We also presented data structures and efficient algorithms for implementing such a priority system. User-defined priorities are dynamic — new priorities may be added and existing priorities may be deleted or altered. We showed how data structures required for priority determination can be incrementally maintained. Finally, we showed how the proposed scheme can be extended to build a multi-level hierarchical priority system.

We are considering the implementation of this priority system in the Starburst extensible database system [10].
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A Appendix — Correctness of the relative rule ordering algorithm

In this appendix, we prove that the relation \( \preceq \) defined by the relative rule ordering algorithm is a repeatable, adherent, total ordering of any given set rules \( \mathcal{R} \) by proving several lemmas. Repeatability is satisfied by the fact that \( \preceq \) satisfies a total order, and adherence has its own lemma. Let \( (\iff) \) denote contradiction.

Lemma 1 (Uniqueness) If \( R \) and \( S \) are two distinct rules in \( \mathcal{R} \) and \( R \not\preceq S \), then \( S \not\preceq R \).

Proof: Suppose \( R \not\preceq S \) and \( S \not\preceq R \) for two distinct rules in \( \mathcal{R} \). Now, \( R \not\preceq S \) and \( S \not\preceq R \) cannot both hold since there are no cycles in the user-defined priorities. If \( R \not\preceq S \), then \( R \not\preceq S \) and \( S \not\preceq R \) since the first step of the algorithm is always applied first. A similar argument holds if \( S \not\preceq R \). So \( p(d(S)_R, S) > p(d(R)_S, S) \) and \( p(d(S)_R, S) < p(d(R)_S, S) \) must both be true. This is not possible since \( < \) is unique \( (\iff) \). □

Lemma 2 (Totality) Between every pair of distinct rules \( R \) and \( S \) in \( \mathcal{R} \), either \( R \not\preceq S \) or \( S \not\preceq R \).

Proof: Consider two distinct rules \( R \) and \( S \) in \( \mathcal{R} \). If there is a user-defined priority between these two rules, then obviously \( \preceq \) holds between these two rules. If there is not a user-defined priority between the rules, then \( d(R)_S, S \) and \( d(S)_R, S \) determine their relative ordering. Now, \( p(d(R)_S, S) < p(d(S)_R, S) \) or \( p(d(R)_S, S) > p(d(S)_R, S) \) since \( d(R)_S, S \) and \( d(S)_R, S \) are distinct and \( p \) is a total order. Therefore, either \( R \not\preceq S \) or \( S \not\preceq R \). □

Lemma 3 (Adherence) \( p(R) < p(S) \) and \( S \not\preceq R \) if and only if i) \( S \not\preceq R \), or ii) \( S \not\preceq T \) and \( p(T) < p(U) \), \( \forall U \) such that \( R \not\preceq U \) and \( S \not\preceq U \). Otherwise, \( p(R) < p(S) \) and \( S \not\preceq R \).

Proof: (if) Suppose \( p(R) < p(S) \) and \( S \not\preceq R \). By definition of \( \not\preceq \), either \( S \not\preceq R \) satisfying (i), or \( p(d(S)_R, R) < p(d(R)_S, R) \). Now, \( S \not\preceq d(S)_R, R \), \( R \not\preceq d(S)_R, S \), \( S \not\preceq d(S)_R, S \) and \( \forall U \) such that \( R \not\preceq U \) and \( S \not\preceq U \), \( p(d(R)_S, U) \). So \( p(d(S)_R, U) \). Satisfying (ii).

(only if) Suppose \( S \not\preceq R \). Then, by definition, \( S \not\preceq R \) even if \( p(R) < p(S) \).

Suppose (ii) is satisfied. Then \( p(d(S)_R, S) \not\preceq p(T) \), and \( d(R)_S, S \) is the \( U \) with the minimal value of \( p(U) \). So \( p(d(S)_R, S) < p(d(S)_R, S) \) and \( S \not\preceq R \).
Therefore, \( \vdash \) is adherent. \( \square \)

**Lemma 4 (Transitivity)** If \( R, S, \) and \( T \) are distinct rules in \( \mathcal{R} \) such that \( R \vdash S \) and \( S \vdash T \), then \( R \vdash T \).

**Proof:** Suppose \( H, S, \) and \( T \) are distinct rules in \( \mathcal{R} \) such that \( R \vdash S \) and \( S \vdash T \), then exactly one of the following holds:

1. \( R \vdash S \) and \( S \vdash T \).
   Then \( R \vdash T \) since user-defined priorities are transitive and acyclic.
   Hence, \( R \vdash T \).

2. \( R \vdash S \) and \( p(d(S)_{R,p}) < p(d(T)_{S,p}) \).
   Now, \( T \not\vdash R \), otherwise \( T \vdash S \).
   Since \( R \vdash S \), \( p(d(R)_{S,p}) < p(d(S)_{S,p}) \).
   So, \( p(d(R)_{T,p}) < p(d(T)_{S,p}) \).
   Hence, \( R \vdash T \).

3. \( p(d(R)_{S,p}) \leq p(d(S)_{R,p}) \) and \( S \vdash T \).
   \( T \not\vdash R \), otherwise \( T \vdash S \).
   Since \( S \vdash T \), \( p(d(S)_{R,p}) < p(d(T)_{S,p}) \).
   So, \( p(d(R)_{T,p}) < p(d(T)_{R,p}) \).
   Hence \( R \vdash T \).

4. \( p(d(R)_{S,p}) \leq p(d(S)_{R,p}) \) and \( p(d(S)_{T,p}) \leq p(d(T)_{S,p}) \).
   In order to prove this case, we first show that \( T \not\vdash R \), and then prove by contradiction that \( p(d(R)_{T,p}) < p(d(T)_{R,p}) \). The following observation is useful:

**Observation 1** \( \forall X \exists p(X) < p(d(P)_{Q}) \) if \( P \vdash X \) then \( Q \vdash X \).

Suppose \( T \vdash R \). Then \( p(d(T)_{S,p}) \leq p(d(R)_{S,p}) \) and \( p(d(S)_{R,p}) \leq p(d(T)_{S,p}) \), so \( p(d(R)_{T,p}) < p(d(T)_{R,p}) \). Hence \( R \vdash T \).

Consider \( p(d(S)_{R,p}) \) and \( p(d(S)_{T,p}) \).

(a) Suppose \( p(d(S)_{R,p}) \leq p(d(S)_{T,p}) \). Then \( p(d(R)_{S,p}) < p(d(S)_{R,p}) \).
   Further consider \( p(d(R)_{T,p}) \) and \( p(d(R)_{S,p}) \).
   i. Suppose \( p(d(R)_{T,p}) > p(d(R)_{S,p}) \). Now, \( R \vdash d(R)_{S,p} \) and \( S \vdash d(R)_{S,p} \).
   Obviously, \( S \not\vdash R \).
   But \( p(d(R)_{S,p}) < p(d(S)_{S,p}) \) and \( p(d(T)_{S,p}) < p(d(S)_{S,p}) \).
   (b) Suppose \( p(d(S)_{R,p}) > p(d(S)_{T,p}) \). Recall that \( p(d(R)_{S,p}) < p(d(S)_{R,p}) \).
   Obviously, \( R \vdash d(S)_{T,p} \).
   So \( p(d(R)_{T,p}) < p(d(S)_{R,p}) \). But the assumption \( p(d(T)_{R,p}) < p(d(R)_{T,p}) \) implies \( p(d(T)_{R,p}) < p(d(S)_{T,p}) \).
   Then \( S \vdash d(T)_{R,p} \).
   So \( p(d(S)_{R,p}) < p(d(T)_{R,p}) \). But this implies \( p(d(S)_{R,p}) < p(d(S)_{T,p}) \).

Hence, \( p(d(R)_{T,p}) < p(d(T)_{R,p}) \), so \( R \vdash T \).

So, in all cases, \( R \vdash T \). \( \square \)

**Lemma 5 (Total Order)** The relation \( \vdash \) is a total order.

**Proof:** Since \( \vdash \) is transitive, unique, and total, \( \vdash \) defines a total order. \( \square \)

## B Appendix – Correctness of the precedence function

In this appendix we establish that the function precedence (Section 3) generates the same relative ordering between two rules as the rule ordering algorithm (Algorithm 1). We must prove that the loop terminates, and at termination, \( r_1 \) is returned if and only if \( r_1 \vdash r_2 \); \( r_2 \) is returned if and only if \( r_2 \vdash r_1 \). Annotate the function as follows:

```plaintext
function precedence(rule r1, rule r2) {
    loop
        (A) s1 = next(successor(r1));
        (B) if (s1 == r2) return r1;
        (C) else if (s2 == r1) return r2;
        (D) continue;
    }
}
```

**Lemma 6 (Loop Invariant)** Assuming \( s_1 \) and \( s_2 \) are initially \( \text{NULL} \), \( s_1 == s_2 \) at \( (A) \) for each iteration.

**Proof:** This is clearly the case in the first iteration, since \( s_1 == \text{NULL} == s_2 \).
The loop terminates whenever \( s_1 = s_2 \) since \( p \) is a total order. If \( s_1 = s_2 \) then \( p(s_1) = p(s_2) \), and the loop exits at (E) with \( p(s_1) \leq p(s_2) \), or at (F) with \( p(s_1) > p(s_2) \). □

**Lemma 7 (Termination)** The loop does not execute indefinitely.

**Proof:** The loop will terminate since \( r_1 \) and \( r_2 \) are both in their own list of successors and there is a finite number of rules.

Suppose \( r_1 \rightarrow r_2 \) or \( r_2 \rightarrow r_1 \). Then the loop will terminate at either (C) or (D) if not before.

Suppose \( r_1 \not\rightarrow r_2 \) and \( r_2 \not\rightarrow r_1 \). Then the loop will terminate when \( s_1 = r_1 \) or \( s_2 = r_2 \), if not before, since \( r_1 \) is not in \( r_2 \)'s successor list and \( r_2 \) is not in \( r_1 \)'s successor list. □

**Observation 2** By the definition of next(successor(1)),

- \( p(s_1) > all \text{ previously visited successors of } r_1 \),
- \( p(s_1) < all \text{ unvisited successors of } r_1 \),
- \( p(s_2) > all \text{ previously visited successors of } r_2 \), and
- \( p(s_2) < all \text{ unvisited successors of } r_2 \).

**Lemma 8 (Correctness of Function)** Precedence returns \( r_1 \) if and only if \( r_1 \rightarrow r_2 \), and precedence returns \( r_2 \) if and only if \( r_2 \rightarrow r_1 \).

**Proof:**

1. Suppose precedence returns \( r_1 \). Then the loop exited at either (C) or (E). If the loop exited at (C) then \( s_1 = r_2 \). So \( r_2 \) is in \( r_1 \)'s successor list. So \( r_1 \rightarrow r_2 \) and \( r_1 \rightarrow r_2 \).

If the loop exited at (E), then \( p(s_1) < p(s_2) \). Let \( \alpha \) be the value of \( s_1 \) and \( \beta \) be the value of \( s_2 \) in the iteration preceding loop termination. Now \( p(\alpha) = p(\beta) \) and \( p(\alpha) < p(s_1) < p(s_2) \). So, by observation 2, \( s_1 \) is not in \( r_2 \)'s successor list. Note, however, that \( s_2 \) might be in \( r_1 \)'s successor list.

Suppose there is a user precedence between \( r_1 \) and \( r_2 \). Now, it cannot be the case that \( r_2 \rightarrow r_1 \), because then \( s_1 \) would be in \( r_2 \)'s successor list. So \( r_1 \rightarrow r_2 \) and \( r_1 \rightarrow r_2 \).

Suppose there is a not a user precedence between \( r_1 \) and \( r_2 \). By observation 2 and the loop invariant, \( s_1 = d(r_1) \rightarrow p \) and \( s_2 = d(r_2) \rightarrow p \). Since \( p(s_1) < p(s_2) \), \( r_1 \rightarrow r_2 \).

2. Suppose precedence returns \( r_2 \). Then the loop exited at (D) or (F). The proof that \( r_2 \rightarrow r_1 \) follows in the same fashion as (1).

3. Suppose \( r_1 \rightarrow r_2 \). The loop terminates at exactly 4 points. Suppose precedence does not return \( r_1 \). Then precedence returns \( r_2 \). But then, by (2), \( r_2 \rightarrow r_1 \). But \( r_1 \) is unique. \((\Rightarrow) \). So precedence must return \( r_1 \).

4. Suppose \( r_2 \rightarrow r_1 \). The proof that precedence returns \( r_2 \) follows in the same fashion as (3).

Therefore, the function precedence is correct. □
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