Abstract
In this paper we describe a rule-based approach to semantic specification that can be used to establish semantic agreement between a source and receiver. Query processing techniques use these specifications along with conversion routines and query modification to guarantee correct data semantics. This work also examines the effect of changing data semantics. These changes may occur at the source of the data or they may be changes in the specifications of the data semantics for the application. Methods are described for detecting these changes and for determining if the database can continue to supply meaningful data to the application. These methods for semantic reconciliation are necessary for determining logical connectivity between a data source (database) and a data receiver (application). Though described in terms of the source-receiver model, these techniques can also be used for semantic reconciliation and schema integration for multidatabase systems.
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1 Introduction
With the development of complex information systems, the need for the integration of heterogeneous information systems, and the availability of numerous online computer data sources, it has become increasingly important that methods be developed that consider the meaning of the data used in these systems. For example, if an application requires financial data in French francs it is important that it not receive data from a source that reports in another currency. This problem is further complicated by the fact that the source meaning may change over time; a source that once supplied financial data in French francs might decide to change to reporting that data in European Currency Units (ECUs).
Section 7 presents our conclusions and describe areas of future research including the use of metadata and semantic reconciliation and schema integration in multidatabase systems.

2 Metadata

Metadata refers to data about the meaning, content, organization, or purpose of data. Metadata may be as simple as a relational schema or as complicated as information describing the source, derivation, units, accuracy, and history of individual data items.

In [McC87], McCarthy describes a metadata representation and manipulation language where the metadata is part of the data files. The representation allows for the inclusion of a wide range of metadata accessible through a set of specially defined operators. In [McC87] he demonstrates the use of metadata in a Material Properties Database. The development of the Information Resource Dictionary System (IRDS) for handling metadata is described in [GK88,Law88]. The IRDS allows the user to develop an entity-relationship model description of the metadata. The IRDS includes a set of primitive entities and relationships, and a set of operations to build new entities and relationships for describing metadata. [GSD88] describes additional knowledge-based representations for metadata. However, none of these approaches include a well-defined methodology for utilizing this metadata for semantic reconciliation. [YSDK90] describes the use of concept hierarchies for comparing attributes from different schemas. However, practical means for defining comparable concept hierarchies are not discussed and these methods deal with attribute comparisons not data comparisons.

It is important to provide a representation that is rich enough to describe the significant data semantics and can be used in methods to identify and reconcile semantic heterogeneities between the source and the receiver. We intend to use metadata to resolve the following questions in the source-receiver model:

1. Can the database provide data that is semantically meaningful to the application?
2. Is the application affected by a change in the database semantics? (or a change in its own data semantics requirements?)

In the next section we describe a sample database and application and consider problems that can occur.

3 Semantic Reconciliation: An Example

Consider a data source that provides the trade price for a variety of financial instruments. The schema of the relation containing this data is shown in Figure 1 along with two sample records. Each record contains the type and name of the instrument being traded, the exchange that the instrument was traded on, and the trade price.

A query that requests the trade price of Telecom SP will return the value 1107.25. Even in this simple relation, the natural interpretation of this value might not provide a complete understanding of the data. For example, this relation does not report all trade prices in US currency. Rather, prices are given in the currency of the exchange. The trade price for most equities represents the latest trade price except for equities traded on the Madrid Stock Exchange where trade price represents the latest nominal price. Because of these semantic complications, there should be a means for representation of and access to both the trade price value and its associated metadata. Then, given an application's semantic view (i.e., data semantics specification) methods can be provided to determine if the semantics associated with the data are those expected by the application.

One way to represent this metadata is to extend the traditional database schema definition to include additional fields (real or virtual). For example, the relation in Figure 1 could be extended to include attributes such as Trade Price Status and Currency. However, it is our intention to make the representation and methods for semantic reconciliation transparent to the user. Separating the metadata from the data has the advantage that the metadata system is non-intrusive in that it does not require changes to the data source.

In the next section we describe a rule-based representation to associate (i.e., tag data with) metadata with a given attribute. Through an examination of a number of applications we have determined that this representation can be used to describe much of the data semantics in existing databases while also being useful in defining the application’s semantic view of the data.

4 Representing Data Semantics

In this section we present a model that provides both a representation of data semantics and the range of applicability of our methods for semantic reconciliation. We begin by defining the semantic domain of an attribute $T$ as the set of attributes used to define the semantics of $T$ and note this as

$$\text{sem}(T) = \langle Y_1, Y_2, Y_3, ..., Y_n \rangle$$

where each $Y_i$ is an attribute.

For each value $t$ in the domain of $T$ the semantics of that value can be defined in terms of the semantic domain as

$$\text{sem}(t) = \langle y_1, y_2, y_3, ..., y_n \rangle$$

where $y_i \in \text{domain}(Y_i)$.

As an example, we may think of the semantic domain of the Trade_Price attribute in terms of the status and currency of the trade price. The semantic domain is then defined as
<table>
<thead>
<tr>
<th>Instrument_Type</th>
<th>Instrument_Name</th>
<th>Exchange</th>
<th>Trade_Price</th>
</tr>
</thead>
<tbody>
<tr>
<td>Equity</td>
<td>IBM</td>
<td>nyse</td>
<td>115.25</td>
</tr>
<tr>
<td>Equity</td>
<td>Telecom SP</td>
<td>madrid</td>
<td>1107.25</td>
</tr>
</tbody>
</table>

Figure 1: The FINANCE Relation

\[
\text{sem(Trade.Price)} = <\text{Trade.Price.Status, Currency}>
\]

and the semantics of a particular trade price may be defined as

\[
\text{sem}(115.25) = <\text{latest_trade_price, US-dollars}>
\]

where the value 115.25 represents the latest trade price in US dollars.

The basis for our model of data semantics is the assignability of values to the semantic domain. An attribute is semantically assignable if there is some function that can determine \(\text{sem}(t)\) for each \(t \in \text{domain}(T)\). The assignment domain of attribute \(T\) is defined as

\[
\text{assign}(T) = <X_1, X_2, X_3, \ldots, X_n> \text{ where each } X_i \text{ is an attribute.}
\]

The assignment domain for a particular value \(t\) in the domain of \(T\) is defined as

\[
\text{assign}(t) = <z_1, z_2, z_3, \ldots, z_m> \text{ and } z_i \in \text{domain}(X_i).
\]

As an example of semantic assignability consider the following assignment and semantic domains:

\[
\text{sem(Trade.Price)} = <\text{Trade.Price.Status, Currency}>
\]

\[
\text{assign(Trade.Price)} = <\text{Instrument.Type, Exchange}>
\]

We want some function \(F\) that maps values in the assignment domain to values in the semantic domain:

\[
F: <\text{Instrument.Type, Exchange}> \rightarrow <\text{Trade.Price.Status, Currency}>
\]

Then, for a given trade price, the instrument type being traded and the exchange that it is traded on, one can determine the status and currency of that trade price.

Different classes of semantic assignability exist. We say that attribute \(T\) is primitive (i.e., trivially assignable) if \(\text{sem}(T)\) is empty. For example, primitive attributes might include Instrument.Type, Exchange, Currency and Trade.Price.Status as shown in Figure 2. The values in the domain of these attributes require no additional semantic qualifications. The semantics of a value for Currency, say, US dollars, is a complete description among all systems that share this primitive concept. The existence of primitive attributes provides a common language by which the semantics of other attributes can be defined. In Section 5.1 we describe the establishment of primitive concepts for use in these systems.

We say that attribute \(T\) is semantically definable if either it is primitive or it is semantically assignable and for all \(X_i \in \text{assign}(T)\), \(X_i\) is semantically definable and for all \(Y_i \in \text{sem}(T)\), \(Y_i\) is semantically definable.

In this paper we use sets of rules as procedures for assigning semantics to each semantically definable attribute. A semantic assignment rule for attribute \(T\) has the following form:

\[
C_1(X_1), C_2(X_2), \ldots, C_s(X_s) \rightarrow C_{s+1}(Y_1), C_{s+2}(Y_2), \ldots, C_t(Y_t)
\]

\(C_1, C_2, \ldots, C_s\) are constraints on the attributes \(X_1, X_2, \ldots, X_s \in \text{assign}(T)\) and \(C_{s+1}, C_{s+2}, \ldots, C_t\) are constraints on the attributes \(Y_1, Y_2, \ldots, Y_t \in \text{sem}(T)\).

Examples of rules that the data designer might use to define the database semantic specification for the Trade.Price attribute are shown in Figure 3. The first rule says that if an instrument is an equity traded on the Madrid Stock Exchange then the trade price is reported as the latest nominal price in pesetas. In the next section we show how this representation can be used in semantic reconciliation.

5 Using Metadata for Semantic Reconciliation

Figure 4 shows the proposed architecture for a system that uses metadata for semantic reconciliation. The database metadata dictionary (DMD) defines the semantic and assignment domains for each attribute and the set of rules that define the semantic assignments for each of these attributes. The application semantic view (ASV) contains the application's definition of the semantic and assignment domain and the set of rules defining the application's data semantic requirements. While a conventional database view definition defines the application's structural view of the database, the ASV contains the complete specification of the semantic requirements for the application. The metadata manager creates and maintains data on the results from comparisons between the semantic specifications in the ASV and the DMD and deals with the location of available conversion routines for resolving semantic conflicts (Section 5.2.1).

The rules shown in Figure 3 will act as an example DMD. Other attributes in the example relation (Figure 1) are primitive and thus do not require semantic assignment rules. An example of an ASV is shown in Figure 5. The specification contains two rules. The antecedents of these rules define the domain for val-
domain(Instrument-Type) = <equity, future>.
domain(Exchange) = <nyse, madrid>.
domain(Currency) = <US dollars, French francs, pesetas>.
domain(Trade-Price.Status) = <latest-trade-price, latest_nominal_price>.

Figure 2: Examples of Primitive Attributes and their Domains

assign(Trade.Price) = <Instrument-Type, Exchange>

1. Instrument.Type = “equity” and Exchange = “madrid” →
2. Instrument.Type = “equity” and Exchange = “nyse” →
3. Instrument.Type = “future” →

Figure 3: Database Semantic Rules for Trade.Price

5.1 Restrictions on the Semantic Representation

So that data semantics can be compared between systems (e.g., an application and a database) they must share some common language [ML90]. Data standardization is one method of imposing common language requirements but this method is intrusive on the individual systems and may not be possible if the systems are controlled by other parties. We do not need to impose standards on all of the data but rather use the primitive attributes that are already shared between these systems to define a base vocabulary (i.e., terminology limited to a unique interpretation in domain of discourse). Any system in the enterprise can use this base vocabulary to develop rules describing the meaning of semantically definable attributes. Terminology outside of this common language must either be converted to the common language or remain non-comparable, making semantic reconciliation undecidable.

The question remains how practical is it to define such a language and to require that metadata definitions adhere to specifications of the language. A first reaction to this question might be that this is no different than data standardization. It is intrusive to expect a data source to make or changes its data to comply to a specific external organization's standards especially when that data may be used by any number of different external organizations. On the other hand, it is non-intrusive on the data operations to require that the source supply metadata based on a shared vocabulary without having to change the underlying data. Methods can be established that permit the evolution of the shared vocabulary as required by changes in data semantics.

In addition to sharing primitive attributes, we require that the assignment and semantic domain of an attribute defined in the ASV be a subset of the as-
1. \text{Instrument-Type} = \text{"equity"} \text{ and } \text{Exchange} = \text{"madrid"} \implies \\
\text{Trade-Price.Status} := \text{"latest_nominal_price"} \text{ and } \text{Currency} := \text{"pesetas"} \\

2. \text{Exchange} = \text{"nyse"} \implies \\
\text{Trade-Price.Status} := \text{"latest_trade_price"} \text{ and } \text{Currency} := \text{"US dollars"}

Figure 5: Application Semantic View (ASV) for Trade.Price

Prior to the application requesting data from the database the metadata manager must compare the rules in the ASV for those to the same attribute in the DMD. The purpose of these comparisons is to determine for each attribute requested by the application whether the database can deliver meaningful data. Later, in Section 5.3.2 we examine how these comparisons can be used to determine additional constraints that guarantee correctness. The rule set comparison begins by selecting a single attribute whose semantics are specified in the ASV. For each rule in the ASV that restricts the semantic domain of that attribute we need to determine those rules in the DMD with matching antecedents. The basic types of comparisons between rule antecedents are defined in Figure 6. The type of comparison is determined by the relationship between constraints in the antecedent of the rules. There are only four possible comparison types based on this relationship: \text{subset}, \text{superset}, \text{overlaps}, and \text{disjoint}. As an example, two rules are said to overlap if there is at least one common attribute in the antecedents of the rules and there are other attributes that are unique to each of the rules. A match occurs whenever constraints for the overlapping attributes are related through implication. There is a match if the constraint for the ASV rule \text{implies} the constraint for the DMD rule \text{(e.g., salary > 50K implies salary > 30K)}. In this case the DMD rule is more general but still applies to the application semantic view of the data. Alternatively, the constraint in the DMD rule may \text{imply} the constraint in the ASV rule. There is still a match because the DMD rule specifies the semantic assignment for a portion of the assignment domain defined in the ASV rule.

These methods for comparing the rule sets assume that the rules in the DMD may have incomplete antecedent restrictions. For example, if a rule in the DMD is:

\text{Instrument.Type} = \text{"equity"} \implies \\
\text{Trade.Price.Status} := \text{"latest_nominal_price"} \text{ and } \text{Currency} := \text{"pesetas"}

it would match the first and second rule in the ASV in Figure 5. It matches the first rule because the rule contains a constraint on the Instrument.Type attribute. It matches the second rule even though there are no common attributes in the antecedent. This is because the constraint in the DMD does not exclude constraints on other attributes in the assignment domain. In this example, the database would provide data for equities traded on the nyse with the semantic assignment defined in this rule even though this DMD rule only restricts the Instrument.Type attribute.

If a rule in the DMD matches the rule in the ASV then the semantic restrictions in the consequent of these rules must be compared to determine if they are \text{semantically equivalent}; where semantic equivalence for each attribute is defined by the application. Procedures for defining semantic equivalence will be described in Section 5.2.1.

Table 1 contains the results from the comparison of the ASV shown in Figure 5 and the DMD shown in Figure 3. As an example from this table, the first rule in the ASV matches the first rule in the DMD according to the subset type of comparison shown in Figure 6. The antecedent constraints from the ASV and the DMD are shown along with the assignments to the semantic domains. The methods used to determine semantic equivalence values for Table 1 are described in the next section.

5.2.1 Semantic Equivalence

The definition of semantic equivalence is left to the application developer and is included as part of the ASV. For each non-primitive attribute the application developer must define the qualifications for semantic equivalence over assignments to the semantic domain. A simple example is shown in Figure 7 where the application requires that, for the Trade.Price attribute, as-
Table 1: Comparisons of ASV and DMD for the Trade Price Attribute

For attribute $T$ with $X_tassign(T)$ and $Y_{sem}(T)$

1. **Antecedent(ASV) subset Antecedent(DMD)**
   
   \[
   \begin{align*}
   &ASV : C_1(X_1) \to C_4(Y_1) \\
   &DMD : C_2(X_1) \land C_3(X_2) \to C_4(Y_1)
   \end{align*}
   \]

   (a) if $C_1(X_1) \to C_2(X_1)$ then there is a match
   (b) if $C_2(X_1) \to C_1(X_1)$ then there is a match
   (c) otherwise no match

2. **Antecedent(ASV) superset Antecedent(DMD)**
   
   \[
   \begin{align*}
   &ASV : C_1(X_1) \land C_3(X_2) \to C_4(Y_1) \\
   &DMD : C_2(X_1) \to C_4(Y_1)
   \end{align*}
   \]

   (a) if $C_1(X_1) \to C_2(X_1)$ then there is a match
   (b) if $C_2(X_1) \to C_1(X_1)$ then there is a match
   (c) otherwise no match

3. **Antecedent(ASV) overlaps Antecedent(DMD)**
   
   \[
   \begin{align*}
   &ASV : C_1(X_1) \land C_3(X_2) \to C_5(Y_1) \\
   &DMD : C_2(X_1) \land C_4(X_3) \to C_5(Y_1)
   \end{align*}
   \]

   (a) if $C_1(X_1) \to C_2(X_1)$ then there is a match
   (b) if $C_2(X_1) \to C_1(X_1)$ then there is a match
   (c) otherwise no match

4. **Antecedent(ASV) disjoint Antecedent(DMD)**
   
   \[
   \begin{align*}
   &ASV : C_1(X_1) \land C_3(X_2) \to C_5(Y_1) \\
   &DMD : C_2(X_1) \to C_5(Y_1)
   \end{align*}
   \]

   then there is a match

Figure 6: Four Types of Comparisons

Signments to the semantic domain are equivalent only if the values for the database (i.e., subscript D) and those in the application (i.e., subscript A) are identical strings. According to this definition the first and second comparisons in Table 1 are equivalent while the last is not because $latest\_trade\_price$ is not the same string as the $latest\_closing\_price$.

There are a number of advantages in allowing the application to define semantic equality. First, not all applications will have the same requirements for data semantics. For example, an application may require trade prices whose semantics are $string\_equivalent$ for both Currency and Trade.Price.Status while another application may have less strict requirements that allow the latest closing price in lieu of the latest trade price. Secondly, an application specification for semantic equality may reference routines to convert data semantics, such as to convert one currency to another. Then the application can define the semantic equivalence of values of currency in terms of the capabilities of this function to convert currency semantics. For example, if we replace $string\_equivalent$ with $convert\_currency$ in the specification for Currency equivalence in Figure 7 then, the equivalence of currencies is defined by this boolean function. The $convert\_currency$ function determines whether there is some other function that can convert currency values provided by the database into those that are meaningful to the application (i.e. as specified in the DMD and ASV).

Knowing that there is a conversion function may not assure that at query execution time the conversion can be performed (e.g., conversion rates for certain currencies may not be available at all times). The evaluation of semantic equivalence may have to be delayed if conversion routines need to be executed at query run-time. In the remainder of the examples we assume that semantic equivalence can be evaluated when comparing the rule sets. In Section 5.3.4 we consider the changes in query processing methods when the evaluation of semantic equivalence must be done at query execution time.
5.2.2 Results from Comparisons of Application and Database Metadata

Prior to query execution time, we can use the results from the comparison of the ASV and DMD rule sets along with the definition of semantic equivalence to determine, for a given attribute, whether the database can supply data with the correct semantics. As a result of these comparisons, the metadata manager can determine the semantic status for each non-primitive attribute, i.e., whether data for that attribute will always, never, or may be meaningful to an application. In this section, we present an example for each of the three possible results.

First, consider an ASV with the following single rule for the semantics of Trade_Price:

\[
\text{Instrument.Type} = \text{"future"} \quad \text{and} \quad \text{Exchange} = \text{"nyse"} \quad \text{and} \quad \text{Trade.Price.Status} := \text{"latest_trade_price"} \quad \text{and} \quad \text{Currency} := \text{"US dollars"}
\]

and the same semantic and assignment domains defined in Figure 5 and the definition of semantic equivalence shown in Figure 7. Under these specifications, the database can never supply a meaningful non-null solution. In this example, the database provides the latest closing price while the application requires the latest trade price (i.e., the last column of Table 1). Similarly, if there are no matching rules for a given attribute then it can only be assumed that the database can never provide meaningful data.

Secondly, consider an ASV with the single rule:

\[
\text{Instrument.Type} = \text{"equity"} \quad \text{and} \quad \text{Exchange} = \text{"madrid"} \quad \text{and} \quad \text{Trade.Price.Status} := \text{"latest_nominal_price"} \quad \text{and} \quad \text{Currency} := \text{"pesetas"}
\]

and the definition of semantic equivalence in Figure 7. In this example, the database can always supply meaningful data for the Trade_Price attribute. There is only a single matching rule in the DMD and the semantic assignment in that rule is equivalent to the semantic assignment defined in the ASV (i.e., for this example the table of comparison would be only the first column in Table 1). The correct semantics are always provided because any query from the application will refer to data with the meaning defined in the ASV and this meaning is guaranteed by the database.

Finally, for the ASV shown in Figure 5 and the definition of semantic equivalence in Figure 7, the database may be able to provide data with the correct semantics. As shown in Table 1, the first rule in the ASV does not conflict (i.e., semantic equivalence holds) with the matching rule in the DMD. The second rule in the ASV matches two rules in the DMD and conflicts with the second of these rules. The conflict occurs because for futures traded on the nyse the application expects the trade price to be reported as the latest_trade_price while the database provides the latest_closing_price. Because of this semantic conflict, any application query that refers to Trade_Price data on futures will return semantically incorrect data.

In the case where the database may deliver the correct data, an application query could be modified to eliminate any possible conflict. In this example, the application query would have to be modified so that the Trade_Price for futures could not be included in the solution. As a result, the application might need to be notified because the additional constraint limits the scope of the original query. In Section 5.3.2, we describe the query processing strategies for restricting application queries to guarantee semantic correctness.

The metadata management system must create and maintain Table 1 which describes the results of comparisons between rules in the ASV and DMD. These tables are created prior to the submission of application queries. As shown in Section 5.3, these tables may be modified by the introduction of constraints in an application query. As described in Section 5.3.2, the metadata manager will have to reevaluate these comparisons as changes are made in either the application or the database semantics. In the next section, we examine query processing strategies, based on the ASV and DMD comparisons, for determining when the application will receive meaningful data.

5.3 Query Processing and Semantic Reconciliation

In this section, we examine the use of metadata in semantic reconciliation for application query processing. Initially, we examine the stages of query processing where the results of comparisons between the ASV and the DMD are used to determine whether the database can supply a meaningful solution to an application query. Following this, we describe a different approach to query processing which uses the results of comparisons between the ASV and the DMD to define modifications to the application query such that the application is guaranteed to receive a meaningful but possibly partial solution to a query.

5.3.1 Query Processing: Stages for Detecting Semantic Conflicts

Prior to the submission of an application query, the metadata manager has created tables similar to Table 1 for each non-primitive attribute in the ASV. During the compile-time stage, the query processor must consider each attribute in the query (i.e., any part of the projection list of attributes and any attribute constrained in the query) and determine if the database might (i.e., may or always) supply the correct semantics. For example, there may be attributes in the database that will never be meaningful (i.e., either all matching rules result in semantic conflict or there are no matching rules). For a query that contains conflicts with the second of these rules. The conflict occurs because for futures traded on the nyse the application expects the trade price to be reported as the latest_trade_price while the database provides the latest_closing_price. Because of this semantic conflict, any application query that refers to Trade_Price data on futures will return semantically incorrect data.

In the case where the database may deliver the correct data, an application query could be modified to eliminate any possible conflict. In this example, the application query would have to be modified so that the Trade_Price for futures could not be included in the solution. As a result, the application might need to be notified because the additional constraint limits the scope of the original query. In Section 5.3.2, we describe the query processing strategies for restricting application queries to guarantee semantic correctness.

The metadata management system must create and maintain Table 1 which describes the results of comparisons between rules in the ASV and DMD. These tables are created prior to the submission of application queries. As shown in Section 5.3, these tables may be modified by the introduction of constraints in an application query. As described in Section 5.3.2, the metadata manager will have to reevaluate these comparisons as changes are made in either the application or the database semantics. In the next section, we examine query processing strategies, based on the ASV and DMD comparisons, for determining when the application will receive meaningful data.

5.3 Query Processing and Semantic Reconciliation

In this section, we examine the use of metadata in semantic reconciliation for application query processing. Initially, we examine the stages of query processing where the results of comparisons between the ASV and the DMD are used to determine whether the database can supply a meaningful solution to an application query. Following this, we describe a different approach to query processing which uses the results of comparisons between the ASV and the DMD to define modifications to the application query such that the application is guaranteed to receive a meaningful but possibly partial solution to a query.

5.3.1 Query Processing: Stages for Detecting Semantic Conflicts

Prior to the submission of an application query, the metadata manager has created tables similar to Table 1 for each non-primitive attribute in the ASV. During the compile-time stage, the query processor must consider each attribute in the query (i.e., any part of the projection list of attributes and any attribute constrained in the query) and determine if the database might (i.e., may or always) supply the correct semantics. For example, there may be attributes in the database that will never be meaningful (i.e., either all matching rules result in semantic conflict or there are no matching rules). For a query that contains...
such an attribute, the outcome from query processing with semantic reconciliation is:

**Query Resolution by Semantic Conflict at Compile-time** - there is a semantic conflict between the database and the application for at least one attribute in the query. The conflict can be determined prior to query execution based on the results of comparisons between the ASV and the DMD as determined prior to query submission.

and as a result the query is aborted. The application can be notified that an unresolvable semantic conflict was identified prior to execution (i.e., users could actually receive detailed descriptions of the conflict so as to permit the user to work towards a resolution).

Still prior to query execution time the constraints in the query can be used to remove comparisons that are no longer applicable because the constraints in the query invalidate the comparison. Determining applicable rules is equivalent to adding the constraints in the query to the antecedent of each rule in the ASV. If a contradiction occurs between these added constraints and the constraints in the antecedent of a rule in the ASV then the rule no longer applies. The remaining modified rules are matched against the DMD according to the methods for comparison defined in Figure 6. As an example consider the impact of query Q1:

\[
\text{select Trade.Price} \\
\text{where Instrument.Type} = \text{"future"}
\]

on the comparisons in Table 1. The constraint on Instrument.Type is in contradiction with the first rule in the ASV (i.e., "future" ≠ "equity"). The database will not be required to supply any Trade.Price data on equities and this test for semantic equivalence is irrelevant. The second rule is still applicable but only for Instrument.Type = "future". With this restriction the only matching rule is the last one in the DMD. There is a semantic conflict in this portion of the application view. As a result, the database can never provide data to this query. For such a query the outcome from query processing with semantic reconciliation is:

**Query Resolution by Semantic Conflict Compile-time** through Reduction - after reducing the number of applicable comparisons there is at least one attribute that can never provide data with the correct semantics. Again, this conflict can be determined prior to query execution time.

Also prior to query execution time it can be determined that an application query will always be provided with meaningful data. Query modification must be used to include the constraints specified in the applicable rules in the ASV. Again, the comparisons between the ASV and DMD may change with the consideration of constraints in the query. For example, consider query Q3:

\[
\text{select Trade.Price} \\
\text{where Instrument.Name} = \text{"equity"}
\]

and the comparisons in Table 1. The constraint on Instrument.Type is in contradiction with the conditions of the match between the second rule in the ASV and the third rule in the DMD (i.e., "future" ≠ "equity"). The database will not be required to supply any Trade.Price data on futures. This eliminates any possible semantic conflicts for Trade.Price. For this query, there are no conflicts and the database can always provide the correct semantics for the Trade.Price attribute.

Finally, there is the case where no conflicts occur at compile-time but there is at least one attribute in the query that may provide the correct semantics. Again, the number of qualifying comparisons is reduced to account for constraints in the query. There may still remain at least one attribute for which there is a comparison between the DMD and the ASV where there is both semantic agreement and semantic conflict. For example, consider query Q4:

\[
\text{select Trade.Price} \\
\text{where Instrument.Name} = \text{"IBM"}
\]

and the comparisons in Table 1. All of the comparisons in Table 1 are still valid because there is no conflict (i.e., known prior to run-time) between the constraint in the query and those in the antecedent of the rules in the ASV or DMD. However, the solution to this query may not be meaningful because there will be a semantic conflict if the data retrieved is a future traded on the nyse (i.e., "latest_trade_price" ≠ "latest.closing_price"). Query execution must be followed by a process that checks for conflicting data. In this example, any data where the instrument is a future would be in conflict. Query modification is used to add constraints (i.e., from the antecedent of rules in the ASV) and to add any attributes to the projection list that are required for checking for semantic agreement. The modified query is as follows:

\[
\text{select Trade.Price} \\
\text{Instrument.Type, Exchange} \\
\text{where Instrument.Name} = \text{"IBM"} \\
\text{and ((Instrument.Type} = \text{"equity"}) \\
\text{and Exchange} = \text{"madrid"}) \\
\text{or (Exchange = "nyse")}
\]

At this stage of processing constraints are added to the query in a way similar to conventional query processing using view definitions. Rather than constraints being provided by the conventional view definition they are provided by the ASV based on the results of comparisons with the DMD. The query processor must: (1) identify which constraints can be added to the query without changing the semantics of the query, (2) determine which additional constraints must
be met to guarantee semantic correctness, and (3) determine which attributes must be added to the projection list to facilitate checking for semantic correctness. The procedures for identifying the correct constraints are determined by the comparison type. For example, in Figure 8 we show the requirements for the subset comparison type.

As an example, consider the application query Q₀ and the modified query Q₁. The first rule in the ASV (Figure 5) matches the first rule in the DMD (Figure 3) through the subset comparison type. This adds the constraint on Instrument.Type and Exchange. The second rule in the ASV matches the second and third rules in the DMD. The first comparisons is an equivalence and adds to the query the constraint, Exchange = "nyse". The second comparison results in a conflict so the new restriction defined in Figure 8 must be satisfied by any acceptable solution. This new restriction:

\[ \text{not}(\text{Exchange} = "\text{nyse}" \text{and Instrument.Type} = "\text{future}") \]

must be added to the list of constraints that are used to test for semantic conflicts at run-time. So that the new restriction can be tested at run-time the Instrument.Type and Exchange attributes must be added to the query's projection list. Should any of these constraints be violated then semantic reconciliation leads to:

Query Resolution by Semantic Conflict at Run-time - at query execution time the data retrieved from the database is used to determine that there is a semantic conflict.

If there are no conflicts, the solution to the query is sent to the application with the values for the additional attributes on the projection list removed.

The logic for query modification is as follows. Each comparison between a rule in the ASV and a rule in the DMD can contribute at most one constraint (i.e., may be the conjunction of restrictions on different attributes) to the query. For a rule in the ASV with multiple matching rules in the DMD, each one that is an equivalence forms a disjunction of constraints for that ASV rule. For each non-primitive attribute, the constraints determined by each rule in the ASV form a disjunction of constraints (i.e., each rule represents an acceptable semantic interpretation). Finally, the constraints for each non-primitive attribute form the conjunction of semantic restrictions that must be added to the query. At the same time, for all semantic conflicts, the negation of the conjunction of the constraints defined in Figure 8 are placed on the list of constraints that must be satisfied by any acceptable query solution.

For query Q₁, a conflict would occur if the solution included data on a futures instrument traded on the nyse. In actual execution query Q₁ would locate a single record in sample relation (Figure 1). Query processing using semantic reconciliation will correctly determine that IBM is an equity traded on the nyse and return to the application the trade price reported as the latest trade price in US dollars.

A query that is not resolved by semantic conflict can be executed and the solution will be semantically meaningful to the application. This method of query processing assumes that an application does not permit query modification that changes the meaning of the original query. In the next section we describe query processing techniques that can be used to modify a user's query and thus guarantee semantically meaningful results.

5.3.2 Query Processing: Adding Restrictions to Guarantee Correctness

The approach to query processing described in this section is identical to the previous section except that constraints may be added to the query to guarantee semantically meaningful partial solutions. An application may be designed to accept partial solutions to queries in exchange for semantic correctness. As described in this section, queries that are not resolved by semantic conflict at compile-time are candidates for query modification. The constraints added to the query eliminate the need to test the solution that is returned by the database.

As an example of the use of constraints to provide a correct partial solution, consider query Q₃ from above. Under normal operations any violation of the constraint

\[ \text{not}(\text{Exchange} = "\text{nyse}" \text{and Instrument.Type} = "\text{future}") \]

would lead to query resolution by semantic conflict at run-time. Rather than reporting that the results are not meaningful the query processor can simply remove any incorrect solutions. For query Q₃ and the comparisons in Table 1 the modified query Q₅ shown in Figure 9 would include restrictions that remove any tuples that are in conflict.

As in Section 5.3.1, the methods for adding constraints to the query are determined by the comparison type. The constraints used in query modification for the subset comparison type are shown in Figure 10. For example, consider query Q₅ and the modified query Q₅. The second rule in the ASV (Figure 5) matches with two rules in the DMD (Figure 3). The first is an equivalence so according to the Figure 10 the constraint:

\[ (\text{Exchange} = "\text{nyse}" \text{and Instrument.Type} = "\text{equity}") \]

is added to the query. The second match results in a semantic conflict and the constraint:

\[ \text{not}(\text{Exchange} = "\text{nyse}" \text{and Instrument.Type} = "\text{future}") \]
For attribute $T$ with $X_c\text{assign}(T)$ and $Y_c\text{sem}(T)$

Antecedent(ASV) is a subset of Antecedent(DMD)

$$\text{ASV : } C_1(X_1) \rightarrow C_1(Y_1)$$
$$\text{DMD : } C_2(X_1) \land C_2(X_2) \rightarrow C_2(Y_1)$$

- if semantic equivalence holds then
  1. if $C_1(X_1) \rightarrow C_1(X_1)$ then add $C_1(X_1)$
  2. if $C_2(X_1) \rightarrow C_1(X_1)$ then add $C_2(X_1)$
- if a semantic conflict occurs then
  1. if $C_1(X_1) \rightarrow C_2(X_1)$ then add the new restriction $\neg(C_1(X_1) \land C_2(X_2))$
  2. if $C_2(X_1) \rightarrow C_1(X_1)$ then add the new restriction $\neg(C_2(X_1) \land C_2(X_2))$

Figure 8: Constraints for Subset Comparison Type

select Trade_Price

where Instrument_Name = "IBM"

and (Instrument_Type = "equity" and Exchange = "madrid")

or ((Exchange = "nyse" and Instrument_Type = "equity")

and $\neg(Exchange = "nyse" \text{ and } Instrument_Type = "future")$

Figure 9: Query Modified to Eliminate Semantic Conflicts

must be added to the query. The negation of the constraint found in the DMD is added to the query to limit the result to correct data. The addition of this constraint changes the meaning of the application query by reducing the scope of the original query. The result may be a partial solution to the original query but it is guaranteed to be a semantically meaningful solution. As for changes to the original query, the user can be informed of the added restrictions, the reasons for the added restrictions, and a list of the records that were eliminated as a result of these restrictions.

The logic for query modification is identical to that defined in the previous section except for what is done with the rules that are in conflict. In the previous section, constraints from the conflicting rules were used in testing the solution for semantic conflicts. Here, the negation of the DMD constraints are added to the query in conjunction with any other constraints that might be added from the comparison of a single rule in the ASV with possibly multiple rules in the DMD. The addition of the negated constraints assures that query solution will be meaningful.

5.3.3 Query Resolution by Semantic Restriction

During the process of query modification constraints are added to the query and the query statement may be reduced to the point where the only acceptable solution to the query appears from logical reduction of the constraint list. As an example, consider query $Q_8$:

$\text{select Instrument_Type}$

$\text{where Trade_Price > 50.00}$

$\text{and Exchange = "madrid"}$

and the results of comparisons in Table 1. The constraints in the table are added to the query to produce the modified query $Q_7$.

$\text{select Instrument_Type}$

$\text{where Trade_Price > 50.00}$

$\text{and Exchange = "madrid"}$

$\text{and (Exchange = "madrid" \text{ and } Instrument_Type = "equity")}$

The query can be logically reduced to:

$\text{Instrument_Type = "equity"}$.

Unfortunately, this methods of query resolution may not produce the same answer as executing the query. Because there may be no data for equities with a trade price greater than 50.00 on the Madrid Stock Exchange (i.e., the query could return a null result). A similar problem was found in query reduction using semantic query optimization [CFM84,HZ80,Kin81,SSSS91]. During semantic query optimization integrity constraints may be added or removed from a query and a logical reduction of the query may lead to the only possible non-null solution to the query. But is was shown in [SSSS91] that the null solution was feasible and therefore some query execution is required. Execution of
For attribute $T$ with $X_{\text{assign}}(T)$ and $Y_{\text{csem}}(T)$

Antecedent($\text{ASV}$) is a subset of Antecedent($\text{DMD}$)

\[
\text{ASV} : C_1(X_1) \rightarrow C_1(Y_1) \\
\text{DMD} : C_2(X_1) \land C_2(X_2) \rightarrow C_3(Y_1)
\]

- if semantic equivalence holds then
  1. if $C_1(X_1) \rightarrow C_2(X_1)$ then add $C_1(X_1) \land C_3(X_2)$
  2. if $C_2(X_1) \rightarrow C_1(X_1)$ then add $C_2(X_1) \land C_3(X_2)$

- if a semantic conflict occurs then
  1. if $C_1(X_1) \rightarrow C_2(X_1)$ then add the new restriction $\text{not}(C_1(X_1) \land C_3(X_2))$
  2. if $C_2(X_1) \rightarrow C_1(X_1)$ then add the new restriction $\text{not}(C_2(X_1) \land C_3(X_2))$

Figure 10: Constraints for Subset Comparison Type - Partial Solutions

these queries can be simplified because as soon as a single solution is found in the database then the result determined by semantic restriction will be correct.

5.3.4 Query Processing: Semantic Equivalence

Checking for semantic equivalence includes the evaluation of boolean functions that define the data semantics conversion capabilities. These capabilities may have to be tested at run-time thus delaying the evaluation of semantic equivalence. For example, determining that US dollars can be converted to pesetas might depend on the availability of exchange rate values being available for a certain date and time. Under these circumstances, should the necessary exchange rate not be available at run-time then the test for semantic equivalence would fail.

For run-time semantic equivalence testing, the metadata manager must reevaluate the comparisons between rules in the ASV and the DMD based on this run-time information and the query processor must consider this new information during semantic reconciliation. Modifications to the query processing routines to include run-time semantic equivalence must define a correct execution order for semantic equivalence testing and methods for semantic reconciliation.

6 Semantic Reconciliation and Changing Database Semantics

It is important that the methods for determining semantic agreement among systems allow for changes in data semantics. Rules defining the semantics of the database and the application are likely to change many times during the life-cycle of the source-receiver relationship. Most databases are not static and just as the structure may change so may the meaning of the data. In fact, our experience leads us to believe that changes in the semantics of data are more common than changes in structure.

The methods presented for query processing and semantic reconciliation can be used in such a dynamic environment. As changes are made in the ASV or DMD rules (i.e., corresponding to changes in the semantics of the database or application) the metadata manager must reevaluate any comparisons that are effected (i.e., if either the ASV or DMD rule used in the comparison is modified) by these changes. Additionally, rules added to the ASV or DMD must be evaluated according to the methods described in Section 5.2. The metadata manager can then determine any changes in semantic status of the attributes in the ASV. For example, an attribute that may provide meaningful data might be changed to one that always provides meaningful data when the rules in the DMD defining the semantics of that attribute are modified. For the comparisons in Table 1, should the database decide to report latest_trade_price for futures rather than latest_closing_price then the semantic status of the Trade_Price attribute would change from may to always. The methods for semantic reconciliation permit changes to the semantics at the database or application as long as those changes remain inside of restrictions for the semantic representation model.

7 Conclusions and Future Research

In this paper we described methods for using metadata to automatically identify and resolve semantic conflicts between a data source and a receiver. When data semantics change at the source or data semantic requirements change at the receiver these methods can be used to determine if the source can continue to supply meaningful data.

We described a model for representing information on data semantics and provide an architecture for a system that uses this representation for semantic reconciliation. Using metadata, we show how an application can specify its requirements for data semantics and application specific definitions for semantic equivalence. Applications can reference functions, defined in the ASV or DMD, that can be used to automatically convert data semantics, making it possible for the application to receive meaningful data from the source when such data could not normally be provided.

We presented methods for comparing rules that describe the application’s semantic view and the database
metadata definition. The metadata manager maintains the results of these comparisons for use in query processing. Prior to query presentation the metadata manager can determine the semantic status of each non-primitive attribute. The constraints in a query are used to refine the comparisons between the rule sets in the ASV and DMD. Semantic reconciliation may result in query resolution by semantic conflict prior to query execution. If no conflicts occur at compile-time then the query can be executed and the solution tested for semantic conflicts. At any stage of this process the user may obtain information describing any conflict that has occurred. Alternatively, query modification can be used to guarantee semantically meaningful partial solutions.

Future research will examine a more general representation [SM89b] for data semantics that permit the application and the database to more freely define data semantics. This research will include a better understanding of common language requirements and the relationship between the semantic requirements for applications and database semantic specifications. The present representation model and methods address simple data semantics, complex data semantics (e.g., derivation formula) will require additional data structures and algorithms if they are to be considered in semantic reconciliation.

The need to represent and manipulate data semantics or metadata is particularly important in multidatabase systems where data is taken from multiple disparate sources. Methods for semantic reconciliation defined over the source-receiver model can also be applied to these systems. Integration of multiple systems may require the definition of a global schema representing the composition of the component database schemas [DK86,LR82,MSW90,Sh87,SMG81,Te87]. Typically, schema integration algorithms have been developed for component databases with static structure and semantics [BLN86,CRE87,SG89]. However, to allow for greater local database autonomy, schema integration must be considered a dynamic problem. The global schema must be able to evolve to reflect changes in the structure [BMW86,McL88] and meaning of the underlying databases. If an application is affected by these changes, it must be alerted. Semantic reconciliation will be required between an application and a global schema and between the component schemas and the global schema [SM89a]. Similarly, in federated systems [HM85,SL90] metadata can be used to describe the import and export semantics. Methods defined in this paper can be used to determine the semantic relationship between components in the federation. Future research will examine the implementation of these techniques in both source-receiver and multidatabase systems.
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