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#### Abstract

Usually a statistical database contains many summary tables representing the distribution of the same statistical variable over the classes of as many partitions of a certain universe of objects. Existing query systems allow only queries on single tables. Indeed, in most cases additional queries can be evaluated by combining the information contained in similar tables in a suitable way.

In order to improve the responsiveness of the database and allow an integrated use of the stored information, we propose to inform the database system of the relationship among the partitions adopted in the tables. Such a relationship, called intersection dependency, states which classes of the partitions have a nonempty intersection and can be represented by a uniform multipartite hypergraph, called intersection hypergraph.

On the grounds of the algebraic properties of the intel section hypergraph and under the assumption of data additivity, we shall provide a characterization of evaluable queries, which allows as to define polynomial-time procedures both for testing evaluability and for evaluating queries.


## 1. Introduction

With the term statsistical database we refer to "a numeric database containing statistics about classes of objects or individuals" [20] (social, economic, technological, environmental or demographic surveys are typical examples).

As usual, we shall assume that the unaggregated data from which the statistics have been computed is not available.

A statistical database is a collection of (summary) tables, each of which represents a distribution of a certain (statistical) variable (sometimes called "summary

[^0]attribute" $[14,20]$ ) related to a given universe of objects or individuals, partitioned according to a set of (cate. gory) attributes, referred to as the scheme of the table.

Example 1. Universe: Soviet people in the year 1959 Variable: Population ( 1000 individuals). Scheme: $\{\mathbf{S e x}$, Schooling, Party-Membership\} (the data is obtained by processing data from Bishop et al. [4]).

Table: Distribution of the soviet populatiion by schooling, sex and party (1000 individuals) 1959

| Sex | Schooling | Party-Membership <br> Yes |  |
| :---: | :---: | :---: | :---: |
|  |  | No |  |
| Male | $<4$ | 0 | 13670 |
|  | $4-7$ | 1217 | 20568 |
|  | $8-10$ | 2140 | 21135 |
|  | $>10$ | 672 | 2341 |
| Female | $<4$ | 0 | 34730 |
|  | $4-7$ | 1071 | 18115 |
|  | $8-10$ | 2441 | 24109 |
|  | $>10$ | 696 | 2424 |

For any subset $S$ of the scheme of a table, all possible combinations of values of attributes in $S$ define a partition of the underlying universe into classes.

Example 2. The classes of the partition defined by $\{\mathrm{S}$, Sc\} in Example 1 are the groups of individuals qualified by the following conditions

| $\mathrm{S}=$ Male | $\wedge$ |  |
| :---: | :---: | :---: |
| $\mathrm{S}=$ Male | $\wedge$ | $4 \leq \mathrm{Sc} \leq 7$ |
| S $=$ Male | $\wedge$ | $8 \leq \mathrm{Sc} \leq 10$ |
| Male | $\cdots$ | Sc> 10 |
| S=Female | , | Sc< 4 |
| S=Female | $\wedge$ | $4 \leq \mathrm{Sc} \leq$ |
| S=Female | $\wedge$ | $8 \leq \mathrm{Sc} \leq 10$ |
| S=Female | $\wedge$ | Sc> |

The partition defined by the whole scheme will be - alled a base partition; its classes correspond (one-toone) to the entries in the table.

A typical query on a statistical database requires the evaluation of a variable for a subset (or aggregate) of objects in the underlying universe, qualified by a logical formula built up from specified values for given attributes by means of operators $\wedge, \vee$ and $\neg$. An aggregate is evaluable if the corresponding value to be assigned to the variable is uniquely determined by the data stored in the database (note that even in the case that an aggregate is not evaluable, a query can be answered in an "approximate" way [11]).

In literature $[6,7,9,10,15,16,18,19]$ only logical formulas with attributes from a single table scheme have been considered. This means that every aggregate is the union of classes of a base partition, that is, an element of the set field generated by that base partition.

Example 3. Referring to the table in Example 1, a user can ask for the population of the aggregate specified by the following formula

$$
\begin{array}{cc}
S=\text { Female } & \wedge P M=\text { Yes } \\
(4 \leq S c \leq 7 & \vee 8 \leq S c \leq 10)
\end{array}
$$

If the data is additive under aggregation [8], the evaluation of a variable for an aggregate can be carried out by summing the entries corresponding to the classes contained in that aggregate.

Example 3 (continued). The answer to the query in Fxample 3 is

$$
\begin{gathered}
\text { Population }(x)+\text { Population }(y)= \\
=1071+2441=3512(1000 \text { individuals })
\end{gathered}
$$

where
$x: \mathrm{S}=$ Female $\wedge \mathrm{PM}=\mathrm{Yes} \wedge \quad 4 \leq \mathrm{Sc} \leq 7$
$y: S=$ Female $\quad P M=$ Yes $\wedge 8 \leq S c \leq 10$
Indeed, a statistical database often contains "similar" tables, that is, distributions of the same variable over different partitions of the same universe of objects.

Similar tables may occur in the following typical cases:

- an organization ("data source") collects data on the objects of a given universe and then creates a database (called "abstract" in [17] and "partitioned database" in [5]) that is a collection of simple statistics;
- an organization creates a statistical database by putting together tables produced by different statistical agencies that refer to a common data source, but use different classification criteria.

Knowledge of relationships between attributes howlonging to schemes of similar tables allows for additional aggregates to be evaluated [12,13]. The following example illustrates this statement in the case in which the intersection dependency between classes of the base partitions of similar tables is known, that is, we know which classes of the base partitions have a nonempty intersection.

Example 4. A statistical database contains the two following similar tables reporting the distributions of the employees of a research institute by department and by educational qualification.

Table: Distribution of the employees by department

| Department | Number |
| ---: | :---: |
| Information-Systems | 30 |
| Research | 50 |
| Administration | 20 |

Table. Distribution of the employees by educational qualification

| Educational-Qualification | Number |
| :---: | :---: |
| Ph.D. | 15 |
| High-School | 20 |
| Degree | 65 |

Figure 1. Two similar tables.

Example 4 (continued). Suppose that we know the intersection dependency between the classes of the base partitions in Figure 1. We can represent this information with the bipartite graph in Figure 2, in which an edge represents a pair of nondisjoint classes of the two base partitions.

In this case, it is possible to evaluate aggregates which cannot be evaluated in traditional systems. An example of such an aggregate is
$D=$ Information-Systems $\wedge(E=$ High-School $\quad \vee$ $E=$ Degree ) $\vee(D=$ Research $\wedge E=$ Degree $)$

In fact, on examining the graph in Figure 2 we note that the aggregate qualified by the formula above refers to the employees who work in the Information-Systems or Research departments and are not Ph.Doctors Consequently, the number of qualified employees is


Figure 2. An intersection (hyper)graph
Number $\left(a_{1}\right)+\operatorname{Number}\left(a_{2}\right)-\operatorname{Number}\left(a_{4}\right)=30+50-$ $15=65$
where
$a_{1}: D=$ Information-Systems
$a_{2}: D=$ Research
$a_{4}: E=P h . D$.
The edges of the bipartite graph define the classes of a partition of the underlying universe that is finer than either of the two base partitions. Such a partition will be called meet partition.

Using formulas such as the one in the example (built up with attributes from the schemes of similar tables) we can express all the aggregates in the set field generated by the meet partition So, the following problem arises:

Problem. Is each aggregate in the set field generated by the meet partition evaluable ?

In this paper we approach this problem under the cassumption that the data stored in similar tables is additive and that the underlying intersection dependency is known perfectly. In the general case in which the statistical database contains $k$ similar tables, the intersection dependency can be represented by a uniform $k$ partite hypergraph [1] to be called intersection hypergraph, whose vertex set is in a one-to-one correspondence with the set obtained by union of the $k$ base partitions, and whose edge set is in a one-to-one correspondence with the meet partition.

The paper is organized as follows. Section 2 contains the formal definition of an evaluable aggregate and the formulation of the problem of evaluability in the framework of linear equation systems. Section 3 contains an algebraic characterization of evaluable aggregates which leads to a quadratic procedure for testing evaluability, stated in Section 4. In Section 5 we shall show that evaluating an (evaluable) aggregate requires solving an equation system. Section 6 is dedicated to an illustrative example. Section 7 contains some basic
properties of evaluable aggregates. In Section 8 we conclude by pointing out the advantages of an "informed" query system.

## 2. A formal framework

Let $A$ be a partition of a universe $\Omega$ in classes of objects and $A^{+}$be the set field generated by $A$, i.e., the family of subsets of $\Omega$ which are obtained as the union of a subset of classes of $A$. We call aggregate any element of $A^{+}$. $A^{+}$turns out to be closed under set union, intersection and complementation.

Let $F$ be a real-valued set function defined on a set field $A^{+} ; F$ is additive if for any two disjoint aggregates $x$ and $y$ in $A^{+}$, we have

$$
F(x \cup y)=F(x)+F(y)
$$

Observe that any additive function $F$ on a set field $A^{+}$is completely specified by the set of values $\{F(a) \mid$ $a \in A\}$; in fact, by virtue of the additivity, for every $x \in A^{+}$we have

$$
\begin{equation*}
F(x)=\sum_{\substack{x \in A \\ r \in r}} F(a) . \tag{1}
\end{equation*}
$$

Consider now $k$ partitions $A_{1}, \ldots, A_{k}$ of $\Omega$. The meet partition $E=\left\{e_{1}, e_{2}, \ldots, e_{m}\right\}$ of $A_{1}, \ldots, A_{k}$ is the partition defined as the greatest lower bound of $\left\{A_{1}, \ldots, A_{k}\right\}$ [2], i.e., the partition of $\Omega$ whose classes are given by the nonempty intersections $a_{1} \cap \cap a_{k}$ with $a_{i} \in A_{i}(i=1, \ldots, k)$.

The set field $E^{+}$generated by the meet partition $E$ is the least set field containing $A_{1}^{+}, \ldots, A_{k}^{+}$[13].

Given the partitions $A_{1}, \ldots, A_{k}$ of $\Omega$, let $F_{1}, \ldots, F_{k}$ be additive functions on the set fields $A_{1}^{+}, \ldots, A_{k}^{+}$, respectively. By $\mathcal{F}$ we denote the family of additive functions $F$ on the set field $E^{+}$which satisfy

$$
\begin{equation*}
F\left(a_{\imath}\right)=F_{i}\left(a_{i}\right) \quad \text { for all } a_{i} \in A_{1} \quad(\imath=1, \ldots, k) . \tag{2}
\end{equation*}
$$

By (1) the condition (2) can be written as

$$
\begin{equation*}
\sum_{\substack{n \in E \\ i_{n} \subseteq \\ \overbrace{a_{i}}}} F\left(e_{h}\right)=F_{i}\left(a_{i}\right) \text { for all } a_{i} \in A_{i} \quad(2=1, \ldots, k) . \tag{3}
\end{equation*}
$$

This is a system of $n=\left|A_{1}\right|+\cdots+\left|A_{k}\right|$ equations with $m$ unknowns $F\left(e_{1}\right), F\left(e_{2}\right), \ldots, F\left(e_{r n}\right)$; we call par. titioned homogeneous system the homogeneous system associated with (3).

If $\mathcal{F} \neq \emptyset$, we say that the set of additive functions $F_{1}, \ldots, F_{k}$ is consistent.

An aggregate $\mu$ in $E^{\cdot}$ is cmaluable with respect to a consistent set of functions $F_{.} . \quad . \quad F_{k}$ if either $|\boldsymbol{F}|=1$ or, for every pair of functions $F$ and $F^{\prime}$ in $\bar{\xi}$ we have $F(x)-F^{\prime}(x)$.

In what follows, we assume that a collection $A_{1}, \ldots, A_{k}$ of distinct partitions of a universe $\Omega$, their meet partition $E=\left\{e_{1}, \ldots, \epsilon_{m}\right\}$ and a consistent set $\left\{F_{1}, \ldots, F_{k}\right\}$ of additive functions be given.

We conclude this section with some remarks relating the formal notions introduced in this section to the concepts discussed in the Introduction.

- $A_{1}, \ldots, A_{k}$ can be interpreted as the base partitions of $k$ similar tables contained in the database;
- the values $F_{i}\left(a_{i}\right)$ for each $a_{i} \in A$, are the entries of the $i$-th table;
- the additivity of the functions $F_{1}, \ldots, F_{k}$ formalizes the intuitive concept of "additive data under aggregation" mentioned in the Introduction, which applies to a large number of statistical variables (count data, probability data, measurement data, etc.);
- as discussed in the Introduction, similar tables are assumed to come from a unique data source; this ensures the consistency of the set of functions $\left\{F_{1}, \ldots\right.$, $\left.F_{k}\right\}$ and, hence, guarantees that it is meaningful to use the $k$ tables in an "integrated" way:
the classes of the meet partition are in a one-to-one correspondence with the edges of the intersection hypergraph;
the coefficient matrix of system (3) (as well as the coefficient matrix of the partitioned homogeneous system) is the incidence matrix of the intersection hypergraph.


## 3. Characterization of evaluable aggregates

To every aggregate $x$ in $E^{+}$we shall associate an $m$-tuple $\mathbf{x}=[x(1), \ldots, x(m)]$, where $x(h)$ is equal to 1 if class $t_{h}$ is included in $x$ and equal to 0 otherwise. We call $\mathbf{x}$ the representative vector of the aggregate $x$. Observe that the rows of the coefficient matrix $\mathbf{A}$ of the partitioned homogeneous system are the representative vectors of the classes in the partitions $A_{1}, \ldots, A_{k}$. We call row space the vector space $R$ spanned by the rows of the matrix $\mathbf{A}$.

Analogously, we represent a function $F$ on $E^{+}$by the $m$-tuple $\mathbf{f}=[f(1), \ldots, f(m)]$ where $f(h)=\boldsymbol{F}\left(e_{h}\right)$ for all $\epsilon_{h}$ in $E$. We call $f$ the representative vector of the function $F$. We call solution space the vector space $S$ of the solutions of the partitioned homogeneous system.

Finally, by ( $\mathbf{x}, \mathrm{y}$ ) we denote the scalar product of two m-tuples $\mathbf{x}$ and $\mathbf{y}$.

Thus, by additivity for every $F$ in $\mathcal{F}$ and for every $x$ in $E^{+}$we have

$$
F(x)=\sum_{\substack{v_{h} \in E \\ v_{h} \subseteq x}} F\left(e_{h}\right)=\sum_{h} x(h) f(h)=(\mathbf{x}, \mathbf{f})
$$

Consequently, when $|\mathcal{F}|>1$, an aggregate $x$ is evaluable if and only if for every $F$ and $F^{\prime}$ in $\bar{\xi}$

$$
\begin{equation*}
(\mathbf{x}, \mathbf{f})=\left(\mathbf{x}, \mathbf{f}^{\prime}\right) \tag{4}
\end{equation*}
$$

Lemma 1. The solution space $S$ and the row space $R$ are complementary subspaces of $\Re^{m}$

Proof. By definition, $S$ is the set of all the $m$ tuples that are orthogonal to the rows of the coefficient matrix of the partitioned homogeneous system; hence, $S$ and $R$ are complementary [3].

Recalling that the dimension of a vector space is the maximum number of linearly independent vectors, we have that the dimension of the vector space $R$ is equal to the rank $r$ of the matrix $A$ and, by Lemma 1 , that the dimension of the vector space $S$ is $m-r$.

Lemma 2. An aggregate is evaluable if and only if its representative vector is orthogonal to the solution space $S$.

Proof. If $|\bar{F}|=1$ then system (3) has a unique solution; consequently, the partitioned homogeneous system also has a unique solution, namely the zero vector, which is orthogonal to every vector.

If $|\vec{y}|>1$, let $f$ be a solution of (3). The set of the solutions of (3) coincides with the set of vectors $f^{\prime}$ such that

$$
\mathbf{f}^{\prime}=\mathbf{f}+\mathbf{s}
$$

where $s \in S$.
Therefore, by exploiting the bilinearity of the scalar product, for every $x$ in $E^{+}$we have:

$$
(\mathbf{x}, \mathbf{s})=\left(\mathbf{x}, \mathbf{f}^{\prime}-\mathbf{f}\right)=\left(\mathbf{x}, \mathbf{f}^{\prime}\right)-(\mathbf{x}, \mathbf{f})
$$

and by (4) the lemma is proved.
Recalling that the coefficient matrix of the partitioned homogeneous system coincides with the incidence matrix of the intersection hypergraph, from Lemma 1 and Lemma 2 we can derive the following:

Theorem 1. An aggregate is evaluable if and only if its representative vector is linearly dependent on the
$a_{4} \cdot \mathrm{E}=\mathrm{Ph} . \mathrm{D}$.
11: $\mathrm{E}=$ High-School
$a_{6}: \mathrm{E}=$ Degree
The meet partition $E$ of $A_{1}$ and $A_{2}$ is formed by 7 classes corresponding to the edges of the bipartite intersection hypergraph given in Figure 2:

$$
\begin{aligned}
& e_{1}=a_{1} \cap a_{4} \\
& e_{2}=a_{1} \cap a_{5} \\
& e_{3}-a_{1} \cap a_{6} \\
& e_{4}=a_{2} \cap a_{4} \\
& e_{5}=a_{2} \cap a_{6} \\
& e_{6}=a_{3} \cap a_{5} \\
& e_{7}=a_{3} \cap a_{6}
\end{aligned}
$$

The incidence matrix $\mathbf{A}$ of the intersection hypergraph is:

$$
\left(\begin{array}{lllllll}
1 & 1 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 1 \\
1 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 1 & 0 & 1 & 0 & 1
\end{array}\right)
$$

The reduced matrix $A^{\prime}$ is

$$
\left(\begin{array}{ccccccc}
1 & 0 & 0 & 0 & -1 & 0 & 0 \\
0 & 0 & 0 & 1 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 1 \\
0 & 1 & 0 & 0 & 0 & 0 & -1 \\
0 & 0 & 1 & 0 & 1 & 0 & 1 \\
0 & 0 & 0 & 0 & 0 & 0 & 0
\end{array}\right)
$$

The partitioned homogeneous system in reduced echelon form looks like the following

$$
\begin{aligned}
s(1) & -s(5) \\
s(2) & =0 \\
s(3)-s(7) & =0 \\
s(4)+s(5)+s(7) & =0 \\
s(6)+s(5) & =0 \\
s(7) & =0
\end{aligned}
$$

The corresponding basis of the solution space $S$ is given by the vectors $s_{1}$ and $s_{2}$, the former of which is obtained by setting $s(5)=1$ and $s(7)=0$ and the latter by setting $s(5)=0$ and $s(7)=1$ :
$s_{1}=[10-1-1100]$ and $s_{2}=[01-100-11]$
Consider now the two aggregates $x=e_{2} \cup e_{3} \cup e_{5}$ and $y=e_{1} \cup e_{5}$ with representative vectors

$$
x=\left[\begin{array}{lllllll}
0 & 1 & 1 & 0 & 1 & 0 & 0
\end{array}\right] \text { and } y=\left[\begin{array}{lllllll}
1 & 0 & 0 & 0 & 1 & 0 & 0
\end{array}\right]
$$

Note that aggregate $\mathbf{x}$ is the aggregate considered in Example 4.

It is immediately seen that $\left(\mathbf{x}, \mathbf{s}_{1}\right)=\left(\mathbf{x}, \mathbf{s}_{2}\right)=0$. So, $x$ is an evaluable aggregate. But, $\left(\mathbf{y}, \mathbf{s}_{1}\right) \neq 0$ and, therefore, $y$ is not evaluable.

In order to express $\mathbf{x}$ as a linear combination of the rows of $A$, take as a basis of row space $R$ the set $\left\{\mathbf{a}_{1}, \mathbf{a}_{2}, \mathbf{a}_{3}, \mathbf{a}_{4}, \mathbf{a}_{5}\right\}$ of rows of $\mathbf{A}$ corresponding to the nonnull rows of the reduced matrix $A^{\prime}$. The coefficients $\lambda_{q}$ of the required combination can be determined by solving the system

$$
\mathbf{x}=\lambda_{1} \mathbf{a}_{1}+\lambda_{2} \mathbf{a}_{2}+\lambda_{3} \mathbf{a}_{3}+\lambda_{4} \mathbf{a}_{4}+\lambda_{5} \mathbf{a}_{5}
$$

by successive elimination of the unknowns; an admissible solution is given by:

$$
\begin{aligned}
\lambda_{1} & =1 \\
\lambda_{2} & =1 \\
\lambda_{3} & =0 \\
\lambda_{4} & =-1 \\
\lambda_{5} & =0
\end{aligned}
$$

and, therefore, we have

$$
\mathbf{x}=\mathbf{a}_{1}+\mathbf{a}_{2}-\mathbf{a}_{4}
$$

and

$$
(\mathbf{x}, \mathbf{f})=F_{1}\left(a_{1}\right)+F_{1}\left(a_{2}\right)-F_{2}\left(a_{4}\right)
$$

## 7. Properties of evaluable aggregates

In this section we provide some basic properties of evaluable aggregates.

Proposition. Let $x$ and $y$ be evaluable aggregates in $E^{+}$. We have:
(i) (disjoint-union property): if $x \cap y=\emptyset$, then $x \cup y$ is evaluable
(ii) (proper-difference property): if $x \supseteq y$, then $x-y$ is evaluable
(iii) (complement property): $x^{\prime}=\Omega-x$ is evaluable.

Proof. The statements can be easily proved by additivity. In particular for every $F$ in $\bar{\xi}$ we have:

- in case (i), $F(x \cup y)=F(x)+F(y)$
- in case (ii), $F(x-y)=F(x)-F(y)$
- in case (iii), $F\left(x^{\prime}\right)=F(\Omega)-F(x)=\sum_{a_{2} \in A,} F_{i}\left(a_{2}\right)$
$F(x)$ for any $A_{i}$.
rowe of the incidence matrix of the intersection hypergraph.

Proof. In fact, by Lemma 1 every vector orthogonal to the solution space $S$ belongs to the row space $R$. su, the theorem follows from Lemma 2.

Corollary 1. Each aggregate in $E^{+}$is evaluable $\downarrow$ and only if the dimension of the row space $R$ equals the cardinality of the meet partition $E$.

Corollary 2. Each aggregate in $E^{+}$is evaluable if and only if the solution space $S$ contains only the zero vector 0 .

## 4. Testing evaluability

Lemma 2 allows us to polynomially test the evaluability of an aggregate $x$ in $E^{+}$once a basis for $S$ is given (recall that a basis of $S$ is a set of $m-r$ independent vectors).

It is well-known [3] that a basis for $S$ can be determined by transforming the partitioned homogeneous system in the so-called reduced echelon form [3], whose solution space coincides with $S$. If the matrix $A$ has rank $r$, we have

$$
\begin{array}{r}
\quad+c_{1 r+1} s(r+1)+\cdots+c_{1, m} s(m)=0 \\
s(2) \quad+c_{2 r-1} s(r+1)+\cdots+c_{2, m} s(m)=0 \\
s(r)+c_{r, r+1} s(r+1)+\cdots+c_{r, m} s(m)=0
\end{array}
$$

This can be done [3] by first reducing the matrix $A$ ti) a row-equivalent matrix $A^{\prime}$ by repeatedly applying the following row operations:
(i) replace row $a_{i}$ by $c a_{i}$ for any scalar $c \neq 0$
(ii) replace row $a_{1}$ by $a_{i}+d a_{j}$ for any $j \neq i$ and any scalar $d \neq 0$ and, then, rearranging the rows of $\mathbf{A}^{\prime}$.

Therefore, the task of transforming the partitioned homogeneous system into its reduced echelon form can be accomplished with $O\left(m n^{2}\right)$ elementary operations.

A basis $\left\{s_{1}, \ldots, s_{m-r}\right\}$ of $S$ can be obtained by taking the $m-r$ s-solutions resulting from setting one of the parameters $s(h)(h=r+1, \ldots, m)$ equal to 1 and the remaining parameters equal to 0 . That is,

$$
\begin{aligned}
& \mathbf{s}_{1}=\left[\begin{array}{c}
\left.c_{1 r+1}, \ldots,-c_{r, r+1}, 1,0, \ldots, 0\right] \\
\mathbf{s}_{2}=\left[\begin{array}{c}
1, r+2, \ldots, \\
c_{r, r+2}, 0,1, \ldots, 0
\end{array}\right] \\
\mathbf{s}_{m-r}=\left[-c_{1 . m}, \ldots,-c_{r . m}, 0,0, \ldots, 1\right]
\end{array}\right.
\end{aligned}
$$

At this point in order to decide whether $x$ is evaluable or not, it is sufficient to verify that the scalar product of its representative vector $\mathbf{x}$ with each basis vector $s_{j}(j=1, \ldots, m-r)$ of the solution space $S$ vanishes.

It should be noticed that since a basis for $S$ can be determined a priori on the grounds of the intersection dependency, the test for evaluability can be carried out without accessing the database.

From the foregoing discussion the following theorem follows.

Theorem 2. Testing evaluability requires $O\left(m^{2}\right)$ elementary operations.

## 5. Computing answers to evaluable queries

To answer a query related to an evaluable aggregate $x$, the database system needs to determine the coefficients of the linear combination of the rows of $\mathbf{A}$ which provides $\mathbf{x}$.

Let $a_{1}, \ldots, a_{r}$ be the rows of $\mathbf{A}$ which give rise to the nonnull rows of the reduced matrix $A^{\prime}$ mentioned in the previous section. The set $\left\{\mathbf{a}_{1}, \ldots, a_{r}\right\}$ is a basis of the vector space $R$ and, therefore, for each evaluable aggregate $x$ we have

$$
\begin{equation*}
x=\sum_{\eta=1}^{r} \lambda_{\ell} a_{\eta} \tag{7}
\end{equation*}
$$

which is a system of $m$ equations with $r$ unknowns, namely, $\lambda_{1}, \ldots, \lambda_{r}$, and can be solved using standard methods.

Once the coefficients $\lambda_{y}$ have been determined, the answer to the query is given by

$$
F(x)=(\mathbf{x}, \mathbf{f})=\sum_{q=1}^{r} \lambda_{i j}\left(\mathbf{a}_{q}, \mathbf{f}\right)=\sum_{i=1}^{r} \lambda_{i} F_{i_{i}}\left(a_{q}\right)
$$

where $a_{q}$ is the class in the partition $\boldsymbol{A}_{i_{q}}$ with representative vector $\mathbf{a}_{q}$ and $F_{i,}$ is the additive function on the set field generated by $\boldsymbol{A}_{i_{q}}$.

## 6. An example

Consider the two base partitions $A_{1}=\left\{a_{1}, a_{2}, a_{3}\right\}$ and $A_{2}=\left\{a_{4}, a_{5}, a_{6}\right\}$ induced by the attributes Department and Educational-Qualification in Example 4, where
$a_{1}: \mathrm{D}=$ Information-Systems
$a_{2}: \mathrm{D}=$ Research
$a_{3}: \mathrm{D}=$ Administration
let us consider, nou the minimal evaluable aggregates. that is, those evaluable aggregates which contain no proper subsets which are evaluable

Theorem 3. Every evaluable aggregate is a disjoint unvon of minimal evaluable aggregates.

Proof. Let $x$ be an evaluable aggregate which contains a minimal evaluable aggregate $y$. Then, by the proper-difference property the aggregate

$$
z=x-y
$$

is evaluable, too. So $x$ is the disjoint union of $y$ and $z$. If $z$ is also minimal, then the theorem is proved; otherwise, repeat the same line of reasoning made for $x$ to $z$. By finite induction, we prove that $x$ is a disjoint union of minimal evaluable aggregates.

## 8. Concluding remarks

In this paper we approached the problem of the evaluability of aggregates in a statistical database containing similar tables related by an intersection dependency.

We provided a characterization of evaluable aggregates. Our characterization allows us to define proctdures both for testing evaluability and for evaluating queries.

These results are useful in desiguing an "informed" query system for statistical databases which promotes an integrated use of stored information. Such an "informed" query system allows the user to formulate a query involving attributes from several similar tables as if they were all contained in a single table ("universal" table), that is without knowing that these attributes have been extracted from different tables; for example, a user queries the database in Example 4 using the "universal" scheme \{Department, EducationalQualification $\}$.
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