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ABSTRACT 

A CAD environment requires a significantly 
different model of transaction from that developed for 
typical data-processing applications. A viable model of 
CAD transaction must allow a group of cooperating 
designers to arrive at a design without being forced to 
wait over a long duration. It must also allow a group 
of designers to collaborate on a design with another 
group by assigning subtasks. In this paper, we provide 
both an intuitive description and a formal development 
of a new model of CAD transactions. 

collection of private systems connected to the public system 
[HASK82, KATZ84, LORI83, KlM84]. The public system 
manages the public database of stable design data and design con- 
trol data. A private system manages the private database of a 
designer on a design workstation. A CAD transaction, initiated on 
a private system, consists of 

1. Introduction 

The model of transactions as popularized by Jim Gray 
[GRAY781 takes the view that a transaction is an atomic sequence 
of reads and writes against a database. In other words, when a 

transaction successfully finishes (commits), all its updates are per- 
manently recorded in the database; and when the transaction fails, 
the effect of its updates up to the point of failure is completely 
erased from the database. To support this atomicity property of 
transactions, a database system must do two things. First, when 
a transaction updates a piece of data, it must be prevented from 
seeing changes made to data by other concurrently executing tran- 
sactions. Second, when a transaction fails, due to a system crash, 
deadlock, or human intervention, the system must back out all 
updates the transaction has made, so as to return the database to 
the state it was in before the transaction started. 

This model of transactions has served quite well in conven- 
tional data-processing applications, where transactions typically 
terminate within a few seconds. When a transaction is short- 
lived, it is not unreasonable to prevent access to data being 

updated by a transaction by forcing other transactions to wait, 
since the wait will be of short duration. It is also not unreason- 
able, if a transaction fails, to back out all its updates, since rela- 
tively little work will be lost. 

Unfortunately, this model is not applicable to such 
engineering-oriented applications as CAD and software develop- 
ment. First, for performance reasons, the system configuration 
envisioned for design systems consists of a public system and a 
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. checking out of design data from the public system and their 
insertion into the private database, 

. reading and writing of both the private database and the 
public database, and 

. checking in of updated design data to the public database. 

Second, as the above paragraph implies, transactions in CAD 
applications span considerably longer durations than their coun- 
terparts in typical data-processing applications. Since CAD tran- 
sactions are of long duration and involve conscious decisions of 
human designers, it is highly undesirable to force transactions to 
wait until other transactions with conflicting data access ter- 
minate, or to have the system back out all updates to the data- 
base if a transaction fails. 

E 1 ar y proposals attempted to define a model of transactions 
that reflects these design system requirements [ICATZ8,1, LORI83]. 
These proposals define a CAD transaction as a sequence of con- 
ventional transactions, involving the public system and one 
private system. When a CAD transaction fails, the databases 
(public and private) are returned to the state they were in before 
the current shortduration transaction started, but not to the state 
before the long-duration transaction. These models suffer from 
some important shortcomings. 

They fall far short of promoting a cooperative design 
environment in which a group of designers may exchange 
incomplete, yet stable, design objects. They imply that 
interaction among designers takes place only through expli- 
cit checkouts and checkins via the public system. For exam- 
ple, if designer A wishes to pass an incomplete object to 
designer B, he must first check the object into the public 
database, destroying an older copy. When designer B 
returns a more complete version of the object, he in turn 
must check it into the public database, destroying the copy 
designer A had checked in. 

Further, if designer A wishes designer B to update an object 
X, designer B will need, in general, other objects, say Y and 
Z, that designer A owns. As a result, designer B is forced 
explicitly to check out objects Y and 2, rather than simply 

issuing queries against the objects. 

They do not address properly the requirement for a coordi- 
nated commit/abort of the changes to both the public data- 
base and the private database that individual short-duration 
transactions have made. 



In other words, the models ignore the fact that a designer 
may issue queries and updates against not only the private 
database but also the public database, within a short- 
duration transaction. Further, they assume that such opera- 
tions as checkout and checkin are local to a private data- 
base, when in fact, the effect of the operations is recorded in 
both databases. 

The model of CAD transactions described in (I<RvI84] is an 
attempt to remove these deficiencies in the earlier models of CAD 
transactions. It supports the following notions: 

. A CAD transaction has a semi-public database, into which it 
may place design objects it has updated. Once a transaction 
places an object in its semi-public database, other authorized 
transactions may check it out. A transaction that checks 
objects out of another transaction’s semi-public database 
becomes a child Lransaction of that transaction. The public 
system actually manages both the public database and 
semi-public databases of all CAD transactions. These 
notions of semi-public databases and transactions forming a 
hierarchy were introduced to support the exchange of incom- 
plete design objects without explicitly involving the public 
system. 

. A CAD transaction may access both the private and public 
databases. This means that when a shoreduration transac- 
tion commits or aborts, changes to both databases must be 
synchronously (atomically) committed or aborted. 

The model does not completely succeed in resolving the difficulties 
in the earlier proposals. In particular, it sugers from the follow- 
ing, rather serious drawbacks. 

The model does not establish properly the notion of databoae 
consistency that it satisfies. Although it appears that level 3 
consistency is preserved across transaction hierarchies, only 
level 2 consistency appears to be satisfied among transac- 
tions within a transaction hierarchy. 

There are two ressons for this difliculty. One is the fact 
that the model allows a transaction to check in objects at 
any point during its execution, rather than only at the end 
of the transaction. Another is that the model resorts to 
long-duration locking for design objects that are checked 
out, but enforces locking for the duration of short-duration 
transactions for other data that are directly queried or 
updated. 

The notion that a CAD transaction is a sequence of short- 
duration transactions is not necessarily valid, as it implies a 
total ordering of short transactions. As we will show in the 
next section, a more flexible approach is to view a CAD 
transaction as a set of short-duration transactions, with 
some of the short transactions running in parallel. 

The model does not resolve fully the problem of destroying 
the old copies of objects being checked in on behalf of child 
transactions. When a transaction checks in an object to its 
parent, the original copy of the object residing in the semi- 
public database of the parent transaction is replaced by the 
copy the child checks in. 

The new model we propose in this paper removes the first 
two of these difficulties. The third can be removed by an imple- 
mentation of our model that links the checkout and checkin of 
objects to the creation and deletion of versions. However, this is 
part of the implementation issues, and we will postpone a detailed 
treatment of them to a sequel to this paper. 

2. Intuitive Model of CAD Transactions 

In this section we provide an intuitive descript,ion of our 
model of CAD transactions. We have arrived at the model from 
several observations about the way in which large design projects 
are carried out. We lump together design, engineering, and 
software development projects under the term design projcete. 
Our contribution is in the development of a model that incor- 
porates all the requirements that these observations lead to, in a 
way that admits a notion of database consistency. 

The first observation is that a large design effort is typically 
partitioned into a number of projects. This induces a partitioning 
of the database into a number of mostly non-overlapping parti- 
tions, consisting of design data and some data about design data, 
for each project. There are classes of data, such as the database 
directory (catalog), to which different projects tend to require 
shared access. 

We interpret this observation to mean that it will be accepe 
able to force project transactions that attempt to access another 
project’s database partition to wait until that project finishes. 
This will, in general, be a long-duration wait. In other words, 
conventional concurrency control protocols (e.g., twophase lock- 
ing) will be acceptable for enforcing database consistency among 
projects. 

Our second observation is that most of the workstations 
commercially available today support windowus (or other compar- 
able facilities) and that future workstations will continue to sup- 
port them. A designer may create and manipulate multiple win- 
dows, executing multiple tasks concurrently. 

Thus, a designer’s transaction is better modeled as a set, 
rather than a segucnce of short-duration transactions ns has been 
proposed in (KATZ84, LOR183, KIM84]. It will, in general, form 
a hierarchy, where the child transactions of the transaction at a 
given node can be executed in parallel. Further, the sequence of 
transactions initiated from the same window will imply a user- 
defined ordering of transactions. An example designer’s transac- 
tion is illustrated in Fig. 1, where each node of the graph is a 
short-duration transaction, and the set of edges defines the order- 
ing of transactions. 
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Fig. 1 An example designer’s transaction 

The third observation is that each project has a number of 
designers who further subdivide the project into a number of sub- 
tasks. As the designers work on a well-defined, fairly small sub- 
task, there is a far greater need for shared access to the project’s 
database, than that among projects. 
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This implies that a designer should not be forced to wait 
until other designers within the same project complete their sub 
tasks. This leads to the notion of cooperating transactions. A 
cooperating transaction is a set of designer’s transactions. As 
mentioned earlier, each designer’s transaction consists of a set of 
conventional, short-duration transactions issued from the windows 
of the designer’s workstation. As such, each designer’s short.- 
duration transaction needs to wait only until the current, 
conflicting short-duration transactions of other designers’ transac- 
tions complete. Therefore, from the point of database con- 
sistency, it is immaterial how many designers participate in the 
same cooperating transaction; all the shoreduration transactions 
of all the designers’ transactions are to be treated just as if they 
were issued by a single designer. 

The fourth, and final, observation is that in a complex 
design project, it is often the case that some tasks are subcon- 
tracted to other (groups of) designers. The client specifies tasks to 
be completed, and grants the subcontractor limited access to the 
client’s database. For example, a client may allow a subcontrac- 
tor to access a file describing the interface (i.e., I/O pins and func- 
tional specification) of a circuit, and specify that the subcontrsc- 
tor provide the implementation details of the circuit. 

This observation leads us to the notion of 
client/subcontractor transactions. A client/subcontractor transac- 
tion is a cooperating transaction which exists solely to work on 
behalf of another cooperating transaction. It is easy to envision a 
hierarchy of subcontractor transactions spawned by a single client, 
itself a cooperating transaction. An intermediate node on the 
hierarchy is a subcontractor to its ancestors, and at the same time 
a client to its descendants. From here on, we will use the term 
cooperating transaction to mean an entire hierarchy of 
client/subcontractor transactions. Where distinction is necessary, 
we will use the term client/subcontractor transaclion to refer to a 
node of this hierarchy. 

We can combine the above observations to derive the follow- 
ing intuitive model of CAD transactions. A design environment 
consists of a number of project transactions, each of which may 
consist of a set of cooperating transactions. Each cooperating tran- 
saction is a hierarchy of client/subcontractor transactions. Each 
client/subcontractor transaction is a set of designer’s transactions, 
which in turn is a set of short-duration transactions. A short- 
duration transaction is initiated from a window of the designer’s 
workstation. Fig. 2 illustrates our intuitive model. 

‘I’his model contrasts with the nested-transaction model 
explored in [KIh484], in which each node of a transaction hierar- 
chy is one designer’s transaction, which in turn is a strict sequence 
of short-duration transactions. 

3. Formal Model of CAD Transactions 

As we have seen, the traditional notion of transaction does 
not capture accurately the notion of a CAD designer’s transaction. 
Not only do we need to generalize the definition of a transaction, 
but also we need to refine the notion of preservation of con- 
sistency in a database, The concept of serializabiMy, which 
served well in data-processing applications, is too restrictive in a 
CAD environment. In this section, we define a formal model of 
nested transactions that includes the various transaction types dis 
cussed in Section 2. The model is independent of particular con- 
currency control algorithms, and, to the extent possible, of partic- 
ular consistency constraints. Our primary purpose in defining this 
model is to provide a framework for the construction of alterna- 
tive concurrency control schemes for the management of transac- 
tions in a CAD environment. 

P-tran 

legend: P-tran -- project transaction 
C-tran -- cooperating transaction 
S-tran -- client/subcontractor transaction 

(designer’s transaction of Fig. 1) 

Fig. 2 Intuitive model of CAD transactions 

We will construct our model by defining notions of database 
operations and database consistency. Using these, we define a 
general, nested form of transaction. Instead of the standard con- 
cept of a schedule for a set of transactions, we use the concept of 
an czeeution of a transaction with nested subtransactions. 

The nested model of transactions complicates some aspects 
of our discussion of correct (i.e., consistency preserving) execu- 
tions. In these cases, we will represent nested transactions in an 
unnested form called the closure of a transaction. Using the 
notion of closure, we consider protocols that ensure correct execu- 
tions. 

3.1. Definitions 

A global database in our model consists of the public data- 
base and the private databases of active transactions. We refer to 
a particular set of values taken on by the global database as a 
atale of the database. The set of all possible states is denoted by 
S. 

We use the global database to define our notion of global 
consistency. Although we do not require a specific form for the 
integrity constraints that define a consistent global database, we 
will assume that such a collection of constraints is specified at the 
time a global database is first created. Thus, we require that a 
global database satisfies a collection of integrity constraints. 

Definition: An integrity constraint C is a predicate on S 
C : S + {TRUE, FALSE} 

The subset of S consisting of states that satisfy constraint C is 
denoted by SC. 

SC = { s ] s E S and C(s) } 

Each transaction in our model is required to preserve some 
integrity constraint. These constraints form the basis of our con- 
currency control framework. 
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At the lowest level of a database system are the physical 
operations that the hardware allows on the actual data stored on 
disk. For the purposes of our formal model, we consider detabaee 
operations to be atomic collections of physical operations, such as 
the reading and writing of the system catalog. We will not con- 
cern ourselves, in general, with the manner in which the atomicity 
of database operations is ensured. 

Definition: A databaee operation (or operation, for short) 0 is a 
mapping from S to S: 

o:s-+ s 

Examples of operations are the following: 

. read or write of a private database 

. read or write of the public database 

. read, write or update of indices for a database (public or 
private) 

Our notion of transaction is a generalization of that of Gray 
[GRAY81]. We allow nesting of transactions to arbitrary depth 
[MOSS81]. Transactions in our model may themselves be parallel 
programs, subject to limitations we will discuss. The nesting and 
parallelism allow us to capture the notions of client/subcontractor 
transactions and cooperating transactions, as we will see in the 
next section. 

In the traditional transaction model, the notion of correce 
ness for an execution of a set of transactions is serializability. 
Serializability requires that an execution be equivalent to one that 
would have occurred without any concurrency in the system. In 
other words, users (transactions) must not see the effects of con- 
current execution. We will allow non- serializable executions in 
our model. In other words, each designer’s transaction may see 
the effect of transactions of other designers within the same prc+ 
ject. We will rely on intelligent cooperation of designers within 
the same project for the preservation of integrity constraints (e.g. 
circuit interface specification) to ensure that the database remain 
consistent. 

The idea of non-serializability in database systems has been 
controversial; see, for example, [GARC83]. However, we believe 
that non-serializability is acceptable in a design environment, 
since the primary concern is the correctness of the design rather 
than the sequence of steps that led to the design. The design 
environment differs from the banking-style transaction environ- 
ment that motivated the traditional transaction model. In a 
banking environment, consistency involves not only the final state, 
but also the sequence of steps through which the final state was 
reached. 

Lynch [LYNC83] presents a model that, like ours, allows for 
non-serializability. Under her multi-level atomicity, a transaction 
may specify a set of “breakpoints”. The equivalent of atomic exe- 
cution is guaranteed only between breakpoints. Interleaving may 
occur among transactions at breakpoints. Our model may be 

viewed as a scheme for the implementation of a restricted form of 
multilevel atomicity. 

We now define formally our notion of transaction: 

Definition: A tramaction is a 3-tuple (T,O,C) where 

. T is a set of transactions or operations 

. 0 is a partial order on T 

. C is the integrity constraint preserved by the transaction 

We require that for all transactions (t,o,c) in T, C implies c. In 
other words, nested transactions may have weaker constraints 
than their ancestors, but not vice-versa. Note that this definition 
of transaction is recursive. We will assume that the depth of nest- 
ing is finite. Thus, at the deepest levels of nesting, transactions 
consist solely of operations. A transaction represents a set of pos- 
sible mappings from S to S. When the transaction is run, exactly 
one of these mappings will be chosen. 

To simplify the presentation that follows, we assume that 
each transaction or operation has a globally unique name. In 
practice, this can be accomplished by using a hierarchical naming 
scheme in which each transaction or operation is prefixed by the 
names of its containing transactions. We use M to denote the set 
of all operation names. 

It is possible to represent any nesting of transaction in an 
equivalent unnested form, consisting only of operations. For 
example, let t = (T,O,C) where T = {tP t3, t3}, 0 = {tI < t3 
< t }, and C is some consistency constramt. Let the transactions 
in + = 
{m2 

consist solely of operations: tl = {m ,m -}, 

clear y equivalent ?o a one- eve %ansaction t’ = (T’ 0’ C) i 
,m22 , an I: II t ,I; z3!,rni }. The twoleve!&ar!e?act$ t is 

here 
T’ = {m ,m ,m ,m ,m I,rn 2}, and 0’ = {m I < mJ2 < 
;51c;eunr20,‘,,m+~ < m3J. de call this one-levh form t of t 

e neste form of a transaction is more natural 
than its closure for most applications. However, we will find the 
notion of closure useful in the development of the formal model. 

Definition: The closure (T,O,C)* of a transaction (T,O,C) is the 
transaction (T*,O*,C) where 

T* = (M n T) U ( Ux (t’,o’,c)*) and X = {(t’,o’,c) ] 
t’,o’,c) E T - M} 

. 0* is the partial order induced on T* defined as follows: Let 
a and b be operations in T*. In O*, a < b if one of the fol- 
lowing holds: 

1. a, b E T and a < b in 0 

2. There exist a pair of t;ansactions (t ,ol,cl) 
(t2,02,c3) such that a E tI , b E t2 an a 

and 

0 
tl < t2 in 

3. T$ere exists a transaction itl,ol,cl) such that a, b E 
tl and a < b in (tl,ol,cI) 

Thus, the closure of a transaction represents all possible par- 
tial orderings of operations at any level of nesting in the transac- 
tion. By a “possible ordering” we mean any ordering consistent 
with the orderings specified in the transaction definition. The 
result is a “flattening” of the transaction hierarchy. Closures, in 
general, allow several possible orderings of the operations. When 
the closed transaction is run, one of these orderings will be chosen. 
This leads us to define the notion of ezecution. 

Definition: An czccution e of a transaction t = (T,O,C) is a 
transaction (T*,O’,C) where 0’ is a total orde; such that 0’ 
implies O*. That is, if a,b E T*, and a< b in 0 , then a< b in 
0’. We denote the set of all executions of (T,O,C) by Et,. 

An execution of a transaction represents a linear (total) ord- 
ering of all operations of a transaction that is compatible with the 
partial orders defined at the various levels of nesting in the tran- 
saction. The effect of an execution e is a mapping from S to S 
defined as follows: Let ml, m , . 
operations in an execution e. en the mapping is the composi- 
tion of the mappings represented by the operations in e: 

e:mo ‘” 

, ml, be the ordered list of 

1 m 2 0 0 m n 



Definition: An execution e of (T,O,C) is correct if for all states s 
E SC, e(s) E SC. 

The transaction definitions we expect most users of our 
model to define will permit incorrect executions. That is, we do 
not expect the orderings 0 to constrain E sufficiently to ensure 
preservation of integrity. Therefore, it will iI e the responsibility of 
the system to ensure that, given an integrity constraint C, only 
correct executions are permitted. This is analogous to the situa- 
tion we encounter in the traditional transaction model: individual 
transactions preserve consistency, but the closure of a set of tran- 
sactions (called a schedule in the traditional model) may not 
preserve consistency unless special action is taken by the system. 

A protocol is a set of rules that restricts the set of admissible 
executions. Typically, a protocol is implemented by a set of rules 
that all “well-formed” transactions follow and by an algorithm 
executed by the system scheduler. We will use an abstract notion 
of protocol. 

Definition: A protocol P is a mapping from the set E of execu- 
tions of t to {TRUE, FALSE}. If e is an execution, tken P(e) if 
and only if e is an execution legal under P. A protocol P is 
correct if for all executions e E Et, P(e) implies e is correct. 

We do not require a protocol to capture all possibie correct 
executions since such a requirement is not feasible in practical sys- 
tems. The technical reason that we do not make this requirement 
has to do with a result of Papadimitriou [PAPA79]. Observe that 
a protocol is, in effect, an acceptability test for an execution. If 
we choose serializability as our correctness criterion, a protocol 
that captures the entire class of correct executions would be a seri- 
alizability tester. In [PAPA79], ‘t i was shown that testing for seri- 
alizability is an NP-complete problem. Thus, we will be satisfied 
with protocols that may leave out some correct executions. Such 
well-known techniques as the two-phase locking protocol 
[ESWA76], timestamp-ordering algorithm [BERN81], and the tree 
protocol [SILB~O] are all protocols under our definition. 

In general, protocols need to be expressed in terms of execu- 
tions. Ideally, we would like to express protocols directly in terms 
of the nested definition of transactions. We say .that a protocol is 
nested if it can be expressed in terms of the partial orders of tran- 
sactions contained within a nested transaction. We illustrate the 
notion of a nested protocol with a simple example. Consider a 
two-level nesting of transactions. Let F be a set of transactions of 
the form (T,O,C), where 

. 0 is the empty order. 

. T is a set of transactions of the form (t,o,C), where t con- 
sists solely of operations. 

One nested protocol for F is the protocol that accepts all total 
orders of T, and for each (t,o,C) in T, the protocol accepts all 
total orders consistent with o. Observe that this protocol is a 
correct one. 

Traditional concurrency control techniques tend to produce 
unnested protocols. As an example, consider once again the fam- 
ily F of transactions defined above. Let us assume that at least 
some of the transactions include write operations. Two-phase 
locking is known to be a correct protocol. Note, however, that 
lock requests need to be checked against locks held by all other 
transactions. Thus, we cannot construct a nested protocol for the 
usual form of the two-phase locking protocol. 

We choose to define our notion of protocol in an unnested 
form because we wish to be able to apply traditional concurrency 
control techniques within our model of the CAD environment. 

We consider such a capability important since many CAD systems 
are built on top of existing database systems or are part of a dis- 
tributed system involving standard database systems. We would 
like to construct nested protocols that are related closely to tradi- 
tional techniques and that are sufficiently general to be of use in a 
practical system. We are investigating this issue currently. 

The above-defined model allows us to describe a wide 
variety of concurrency control schemes. Indeed, the degree of 
freedom allowed by the model may be too great for most users. 
Furthermore, a fully general implementation of the model may 
involve considerable overhead. In this paper, our goal is to find 
particular inatancea of the model that capture the kinds of con- 
current activity and the level of consistency that we believe is 
necessary for a flexible CAD environment based on a database sys- 
tern. In the next subsection, we describe several basic types of 
transaction. 

3.2. Basic Examples 

We start with the simplest form of transaction: the one used 
in standard concurrency control theory. A transaction is a 
linearly ordered collection of operations. This form of transaction 
is represented in our model by (T,O,C) where 

. T is a set of operations 

. 0 is a total order on T 

. C is the set of integrity constraints that we wish to enforce 
on the entire database. 

Only one execution exists for this transaction, and it is trivial 
from the definition that this execution is correct. 

Next, we describe the standard notion of concurrency for a 
set of standard (shor&duration) transactions as defined above. 
One usually talks about a schedule for such a set of transactions. 
In our model, a schedule is simply a transaction consisting of 
nested transactions. Thus, we define a standard concurrent tran- 
saction to be of the form (T,O,C) where 

. T is a set, of standard transactions 

. 0 is the empty order. 

. C is the set of integrity constraints that we wish to enforce 
on the entire database. 

There are a vast number of well-known correct protocols for stan- 
dard concurrent transactions. In particular, we will make use of 
two-phase locking [ESWA’IS] and timestamp ordering [BERN81]. 

We extend the above definition of standard concurrent tran- 
sactions to include the reading and writing of disk pages. Stan- 
dard transactions include as operations database read and data- 
base write. They operate as if the actual database were being 
modified by each operation. However, these operations are usually 
implemented as transactions that read pages from the disk and 
write pages back to the disk. In order to represent this in our 
model, we add a third layer of nesting. A multi-level standard 
concurrent transaction is of the form (T,O,C) where 

. T is a set of transactions of the form (t,o,C), where 

. t is a set of transactions of the form (t’,o’,c’), where 

. t’ is a set of operations chosen from { read- 
page, write-page } 

. o’ is a total order on t. 

. c’ is TRUE 

. o is a total order on t 

. C is the same C as that appearing in (T,O,C) 

. 0 is the empty order 



. C is the set of integrity constraints that we wish to enforce 
on the entire database. 

One correct protocol for the above type of transaction is to use 
two-phase locking for level-2 transactions t and to use two-phase 
locking for level-3 transactions t’ (independent of level 2). In 

other words, we may use a nested form of the two-phase locking 
protocol. It is fairly easy to see that the nested version of two- 
phase locking allows more executions than dzes the standard 
unnested form (i.e, a requirement that (T,O,C) obey twophase 
locking). 

The forms of transaction we defined above show that our 
model is sufficiently general to include the standard model of tran- 
saction. The notion of serializability needs to be available in the 
CAD version of the model since there are occasions (such as cata- 
log updates) where we require serializable actions on a CAD data- 
base. 

4. Application of the Model to a CAD Environment 

In this section we present an instance of the formal model 
suitable for a CAD environment. First, we will show how the 
model captures the various types of transaction identified for a 
CAD environment in Section 2. Then we define the correctness 
requirements for each type of transaction. 

4.1. Transactions in a CAD Environment 

At the root of our nested-transaction hierarchy is a global, 
or root transaction. Immediately below this transaction is a set of 
project transactions. These represent different groups of people, 
working on the same design. As noted in Section 2, each project 
is independent of the work of other projects, though they may 
access shared data. Each project therefore would maintain data- 
base consistency just as if no other concurrent project transactions 
exist in the system. Thus, a global transaction P is described by 
(T,O,C) where T is a set of project transactions, 0 is the empty 
order, and C is the database integrity constraint. The con- 
currency control protocol requires that the schedule for the set of 
project transactions be serializable (the protocol will be discussed 
later). 

Each project transaction consists of a set of cooperating 
transactions. These transactions, as a whole, maintain database 
consistency but no order is specified among them. Transactions 
within a cooperating transaction (i.e., designer’s transactions) are 
aware of one another’s presence and cooperate to maintain the 
overall consistency of the database. Since (T,O,C) is a set of 
cooperating transactions, 

. T is a set of transactions of the form (t,o,c) 

. 0 is the empty order 

. C is the set of integrity constraints that we wish to enforce 
on the entire database. 

Each transaction (t,o,c) is a cooperating transaction. The con- 
currency control protocol at this level requires the atomicity of 
any subcontractor transactions (to be defined formally below) in 
each (t,o,c) in T. 

In the simplest case in which cooperating transactions con- 
sist solely of database operations (i.e., there is only one designer’s 
transaction and it has no subtransactions), all that the protocol 
requires is atomicity of database operations. In this case, a 

complete definition of a set (T,O,C) f 0 cooperating transactions is 
as follows: 

. T is a set of transactions of the form (t,o,c) where 

. t is a set of transactions of the form (t’,o’,c’) where 

. t’ is a set of operations 

. o’ is some total order 

. c’ is TRUE 

. o is some partial order 

. c is TRUE 
. 0 is the empty order 
. C is the set of integrity constraints that we wish to enforce 

on the entire database. 

Observe that the deepest level of nesting represents the atomic 
operations provided to the designers. Each transaction at the 
second level of nesting represents an individual cooperating 
designer. At the top level of nesting, transaction T represents the 
work being performed by the group of designers within a project. 

We generalize the above example to allow fully general 
designer’s transactions and the participation of several designers in 
a cooperating transaction. To do so, we describe another form of 
collaboration that involves the assignment of a subtssk to one 
group of designers by another. The assignment of a subtask to 
another transaction is analogous to a subroutine call in a program- 
ming language. The amount of information shared between the 
two designers is both well-defined and limited. In Section 2, we 
called this form of working relationship a client/subcontractor 
relationship. This relationship is similar to the one in the model 
of nested transactions that Moss proposed [MOSSSl]. 

In general, each transaction within a cooperating transaction 
(i.e., a designer’s transaction) is a hierarchy of 
clients/subcontractors. Each of these transactions can delegate 
subtasks to one or more subcontractors, thus becoming a client of 
those subcontractors. This situation is represented by (Tc,o,c), 
where T is a set of operations and subcontractors, o specifies 
when eat E, subcontractor is initiated relative to the other members 
of Tc, and c is some local integrity constraint. The concurrency 
control protocol requires that every client sees every subcontractor 
as an atomic step executed immediately after the step that ini- 
tiated it. 

Let (T 
C' 

0,C) be a transaction where 

. T contains T , where Ts represents a subcontractor of 
Cfc,O,C) (i.e., (~c,O,C) 
(t’,o’,c’) 

is a client of Ts). Transaction Ts = 

. 0 is some partial order. 

. C is the set of integrity constraints that we wish to enforce 
on the entire database. 

We say that Ts is a subcontractor of client Tc under protocol P 
if P(e) is true only if e is equivalent to a correct execution of ( (Tc 

- Ts) U t’, 0”, C), where 0” contains: 

. All elements a < b of 0 such that a,b E Tc - Ts 

. All elements a < b of o’ 

. All orderings of the form a < b where a E Tc - ‘Is and a < 
Ts appears in 0, and b E t’. 

. All orderings of the form a < b where b E Tc - Ts and Ts 
< b appears in 0, and a E t’. 

The ordering 0” above represents the original ordering for the 
client and the original ordering for the subcontractor. We add the 
constraint that any operation or transaction within the client that 
came before the subcontractor in 0 comes before all operations or 
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transactions of the subcontractor in 0”. Similarly, we require 
that any operation or transaction within the client that came after 
the subcontractor in 0, comes after all operations or transactions 
of the subcontractor in 0”. 

In other words, a client/subcontractor relationship holds 
under a protocol if all executions are equivalent to a “macro 
expansion” of the subcontractor’s operations at some point within 
the client. The use of subcontractors accomplishes more than the 
use of subroutines in standard programming languages. Unlike a 
normal subroutine, the subcontractor transaction is able to run in 
parallel with its client. 

Each client or subcontractor consists of a set of ahort- 
duration transactions, together with some order defined on them. 
Thus, the user divides his work into short-duration transactions 
(essentially for recovery purposes) and executes each of them 
either sequentially or in parallel. Therefore, a subcontractor is 
(t,o,c) where t is a set of shoreduration transactions, o is a user- 
defined order, and c is the user’s notion of consistency. The con- 
currency control protocol at this level requires that short-duration 
transactions be executed in a serializable fashion (this is to be 
expressed at some lower level). 

A short-duration transaction consists of a sequence of data- 
base operations which include reads and updates. Thus, a short- 
duration transaction is ( r , o, c) where T is a set of reads and 
updates, o is the user-defined sequential order, and c is the trivial 
integrity constraint that is always TRUE. Concurrency control at 
this level requires atomicity (which is equivalent to serializability). 

And finally, a dahabaee operation consists of a set of system 
operations (catalog access, index reads and writes, page accesses, 
etc.) which are sequentially ordered. Thus we have (r,o,c) where r 
is a set of system operations, o is a sequential order, and c is 
trivial. Each system operation is atomic by definition. 

4.2. Concurrency Control Requirements 

From the discussion of the previous subsection, we conclude 
that a CAD environment consists of 

. a set of concurrent project transactions, where a project 
transaction is 

. a set of cooperating transactions, where a cooperating tran- 
saction is 

. a hierarchy of clients/subcontractors, where a 

client/subcontractor transaction is 

. a directed acyclic graph of short-duration transactions, 
where a short-duration transaction is 

. a sequence of database operations, where a database opera- 
tion is 

. a sequence of system operations. 

Below we describe the concurrency control requirement at 
each of these transaction levels. 

. Serializability of concurrent project transactions can be 
enforced at the database operation level by a two-phase 
(potentially long-duration) locking algorithm. 

. Cooperating transactions require atomicity of constituent 
shortduration transactions. A two-phase (shortduration) 
locking algorithm can enforce this. 

. Subcontractor hierarchies require a multilevel concurrency 
control scheme, implemented at the database operation 
level. In Section 5, we will describe two algorithms, a virtual 
timestamp ordering algorithm and a two-phase checkout 
algorithm, for supporting the atomicity requirements of 
client/subcontractor hierarchies. 

. Database operations must be executed in an atomic fashion. 
This must be enforced at the system operation level by 
guaranteeing serializability through a two-phase locking 
algorithm. 

We now consider the semantics of transaction control com- 
mands Begin-Transaction, End-Transaction, and 
Abort-Transaction in our model. The semantics of these com- 
mands for the short-duration transactions that constitute a 
cooperating designer’s transaction need no explanation. However, 
we emphasize that an abort induced by the system, due to a 
deadlock or system crash, will result in an abort of the current 
shortduration transaction, rather than the cooperating transac- 
tion to which the short transaction belongs. 

The semantics of Abort-Transaction and End-Transaction 
for cooperating transactions and project transactions need new 
operational definitions. Abort of a cooperating transaction means 
abort of all its constituent shoreduration transactions. Similarly, 
abort of a project transaction is defined as abort of ail its consti- 
tuent cooperating transactions. Abort of a client transaction also 
means abort of all its subcontractor transactions. In order to 
ensure that aborts are executed properly (i.e., in a manner con- 
sistent with the consistency constraints), a recovery procedure 
must be defined. The options available under our model will be 
discussed in a sequel to this paper. 

End-Transaction of a cooperating transaction results in the 
immediate commit of all updates to the database, if there are no 
short-duration transactions active within the cooperating transac- 
tion. Otherwise, commit is deferred until all active short 
transactions commit. Similarly, a project transaction immediately 
commits, at End-Transaction, if there are no active cooperating 
transactions within the project transaction and there are no sub- 
contractor transactions for the project transaction. Otherwise, 
commit is deferred. 

6. Protocola for a Client/Subcontractor Relationship 

In this section we present two protocols that may be used to 
implement the client/subcontractor relationship in our model. In 
particular, we note that each of these protocols resolves the 
difficulty with database consistency in [K&V%]. The first of these, 
a timestamp algorithm, is suitable for situations in which there is 
a partial ordering in the client that constrains acceptable subcon- 
tractor executions. The second protocol pertains to an important 
special case in which the client’s partial ordering places no con- 
straints on the point at which the “subroutine call” to the subcon- 
tractor appears within the execution of the client. 

6.1. A Virtual Timestamp Algorithm 

The objective of virtual timestamping is to ensure that a 
subcontractor transaction appears atomic to its client and that it 
observes the partial order of its client. We resort to virlvol times- 
tamps, since system-clock-based timestamps in general do not pro- 
vide the time granularity we need. The version of virtual times- 
tamping we will present enforces a linear ordering on subcontrac- 
tors of a client transaction. Its extension to partial ordering is 
straightforward. 

When we begin a client/subcontractor transaction T, we 
assign to it a start time ST and a duration D. If that transaction 
consists of a sequence of shortduration transactions 1,3,.,.-n, we 
will assign to each short-duration transaction i a start time St(i) 
and a duration d(i). Then the following equations have to be 
satisfied. 



ST 5 St(l) < st(2) < . ..< St(n) < ST+D (1) 

st(i) + d(i) 5 st(i+l) (2) 

When a short-duration transaction i of T spawns a subcontractor 
T’, it assigns to it a start time ST’ and a duration D’ such that: 

St(i) < ST’ < ST’ + D’ < st(i+l) 

The above is repeated recursively for 
client/subcontractor hierarchy. 

(3) 

the depth of the 

Atomicity of subcontractors is guaranteed, if equations (l), (2), 
and (3) above are satisfied. Now we describe how the start times 
and durations of subcontractors in these equations may be 
assigned. Assume that transaction T has start time ST and dura- 
tion D. Then, we assign start time and duration to its subcontrac- 
tors by: 

St(l) = ST d(l) = D/2 
st(2) = st(l)+d(l) d(2) = d(l)/2 
. . . 
St(i) = st(i-l)+d(i-1) d(i) = d(i-1)/2 

Let transaction i with start time St(i) and duration d(i) spawn sub- 
contractor T’. We assign a start time ST’ and a duration D’ 
defined by: 

ST’ = St(i) + c D’ = st(i+l) - ST’. 

The above scheme satisfies equations (l), (2) and (3) and does not 
require an a priori knowledge of the number of subcontractors of 
any client. 

We characterize a database operation by a pair (t#,st) 
where t# is the identifier of the immediate client of the subcon- 
tractor transaction that issues the operation, and st is the start 
time of the short-duration transaction that belongs to the subcon- 
tractor transaction. Then access to data is granted if the data is 
stamped with a different transaction identifier, or, if already 
stamped with the same transaction identifier, it has an earlier 
start time. When access is granted, the data is stamped with the 
couple (t#,st). This algorithm guarantees that each object is pro- 
cessed by clients and subcontractors in the correct order. The 
details of the algorithm are analogous to standard timestamp 
techniques as described in [BERNSI]. 

5.2. A Two-Phase Checkout Algorithm 

For expository simplicity, we will only consider update-mode 
checkouts. The discussion can easily be generalized to include 
read-mode checkouts. 

Definition: We say that a client or subcontractor transaction has 
associated with it a client space, a private space, and a subcon- 
tractor space. The private space of a transaction is not shared 
with any other transaction. A transaction can read and update 
data in its private space. The aubeontraetor space is where a 
transaction places private data that subtransactions may check 
out. A transaction has a unique subcontractor space. The client 
space of a transaction is the subcontractor space of its client, if 
there is one; otherwise, it is the public database. As a cooperating 
transaction is in general a hierarchy of client/subcontractor tran- 
sactions, more than one transaction may share the same client 
space. 

Definition: A checkout is the moving of data by a transaction 
from its client space to its private space. The converse of a 
checkout is a checkin, whereby a transaction moves data from its 
private space to its client space. A checkout enable is the moving 

of data by a transaction from its private space to its subcontractor 
space. A checkout disable is the moving of data from a 
transaction’s subcontractor space back to its private space. 

Definition: We say that a client/subcontractor transaction is 
observes the two-phase checkout protocol, if it checks out data 
from its client space during one phase and checks them back in 
during the next phase, such that once it checks in any data, it 
cannot check out any more data. 

We now show that the above protocol ensures the atomicity 
property required of subcontractor transactions. The discussion is 
analogous to that described in [ESWA76] for two-phase locking. 

When$ 
Let T be a transaction, and let T2 be a subcontractor of T1. 

1 wishes to assign a subtssk to T it checkoueenables the 2’ 
necessary data into its subcontractor space (I.e., the client space of 
T2). T2 checks out the data, moving it from its client space to its 
pnvate space. We emphasize that our two-phase checkout proto- 
col does not impose any restrictions on the order in which T1 may 
checkout-enable data or in which T2 checks them out. In other 
words, T 2 may dynamically checkout data it needs, possibly over 
a long duration; likewise, Tl may dynamically checkout enable 
data, as T2’s needs become clear. 

Once T2 does not need any more data, it may enter the 
second phase of the twephase checkout protocol and starts to 
check data back into its client space. 

As long a~ T2 observes the twephase protocol, the net effect 
of its execution is just as if T 2 was executed atomically between 
its last checkout and its first checkin, because none of its input 
data was changed by T until this last checkout and none of its 
output data was seen by 5 1 before that first checkin. 

The semi-public database protocol presented in [I<IM84] is 
similar to our protocol. However, it does not enforce two-phased 
checkout/checkin: it allows subcontractors to check in and check 
out data any time. We also note that while both the two-phase 
checkout protocol and the virtual timestamp algorithm of the pre- 
vious section ensure atomicity of subcontractor transactions, the 
former provides the client with a better control over its subcon- 
tractors, since the client can specify explicitly the data that the 
subcontractors can use. 

8. Summary 

In this paper, we provided an intuitive description and a for- 
mal development of a general model of CAD transactions. The 
model is designed to support a design environment in which a 
group of cooperating designers can complete a design without 
being forced to wait over a long duration, and in which a group of 
designers can collaborate on a design with another group by 
assigning subtasks. 

Our model maps each of the projects comprising a design 
project into a set of cooperating transactions. A cooperating tran- 
saction is a hierarchy of client/subcontractor transactions, each 
node of which in turn consists of a set of cooperating designers’ 
transactions. A cooperating designer’s transaction is a set of con- 
ventional short-duration transactions, initiated from a window of 
the designer’s workstation. The client/subcontractor relationship 
supports the notion that all actions of a subcontractor are logi- 
cally executed atomically immediately after its initiatiou by the 
client. 

Due largely to space limitations, in this paper we have not 
dealt with implementation issues, including user commands for 
supporting our model, long-duration two-phase locking between 
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project transactions, recovery within a cooperating transaction 
and between a client and a subcontractor transaction, and tying 
the checkout and checkin of objects to the creation and replace- 
ment of versions of objects. We will report the results of our work 
on these in a sequel to this paper. 
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