1. INTRODUCTION

In a distributed database system the partitioning and allocation of the database over the processor nodes of the network is a critical aspect of database design effort. A poor distribution can lead to higher loads and hence higher costs in the nodes or in the communication network, so that the system cannot handle the required set of transactions.

We consider here a system where multiple processors are clustered at one location in order to increase the system's processing capability. The local network used in such a system has typically a high communication bandwidth but any single processor will have inadequate processing and input-output capacity to deal with the transaction load. We develop and evaluate algorithms which perform in a computationally feasible manner the design steps of partitioning and allocation of a database to the processors.

More precisely, we investigate the optimal non-redundant partitioning and allocation of a database to a number of processors. Given is a set of source relations of the database and their attributes and a set of transactions which are to be executed during some period of interest. A transaction performs operations on some subset of the database. The initial network node, associated with every transaction, is not prespecified, but to be assigned as part of the design.

This problem differs from the problem in distributed systems where the processors are remote from each other and, presumably, close to their users. In those systems a transaction enters a known, local processor node, and the final response is issued from that node as well. The unclustered model with local transactions has been treated previously in the literature, for instance in [Ap82] and [CNW81].

We model the content of the database as a collection of relations. The given conceptual relations may be too large to be effectively assigned to single processors. We will consider initially how the relations can be fragmented, and will then allocate those fragments to the processor nodes. The possibility that files may be fragmented is not considered in treatments of the file allocation problem, as surveyed for instance in [DoPo82].

Once the database is put into operation each transaction will access some subset of the tuples and the attributes of each original relation. In order to complete transactions which do not find all their data on the same processor, a scheduling algorithm is invoked which optimizes the processing over the network. We do not investigate this scheduling algorithm itself, but simply assume that it exists, and that we can use it in order to obtain the costs for the execution of a given transaction over a proposed database allocation for some specified but fictitious processor network.

In this presentation the following section will formulate our problem precisely. In Sec. 3 we show the intrinsic complexity of the problem, present the heuristic greedy with first-fit algorithms we propose, and prove statements about their behavior. The conclusions we draw from this work are presented in Sec. 4. Further background material, proofs, conjectures on the feasibility of the solutions, design algorithms, and evaluations can be found in [SW83].

2. FORMULATION OF THE DATABASE PARTITIONING PROBLEM

2.1 The General Database Partitioning Problem

We investigate the optimal non-redundant partitioning and allocation of database in a cluster of processes. Given is $P = \{P_1, \ldots, P_n\}$, a small set of processor nodes of a densely and reliably interconnected network. Associated with every processor $P_i$ of $P$ is the input-output capacity $CI_i$, expressed in terms of maximum number of blocks that can be processed, and the processor capacity $CC_i$, expressed in terms of maximum number of cycles of the processor. Furthermore, associated with each pair of processors $(P_i, P_j)$ is the communication capacity $CM_{ij}$, expressed in terms of maximum volume of messages that can be transmitted between the two processors.

We also have a set of source relations $R = \{R_1, \ldots, R_n\}$. We denote the set of attributes of each relation $R_i$ of $R$ by $A_i$. We can split the relations into fragments for allocation to processors in order to satisfy the capacity constraints of those processors.
Fragments. Traditional terminology in allocation for distributed systems uses the notions of replication, and vertical and horizontal partitioning. Vertical partitioning allocates columns of a relation over distinct nodes. Horizontal partitioning allocates rows of a relation over distinct nodes. In this analysis we do not consider replication of relations, although tuple-identifiers (TIDs) [Codd80] will be replicated as a byproduct of vertical partitioning.

By combining vertical and horizontal partitioning, we can associate to any relation $R_i$ of $R$ a set of fragments $F(R_i) = \{F_{i1}, \ldots, F_{in}\}$. Given a set of fragments $F(R_i)$ for all $R_i$ in $R$, we denote by $F = \{F_1, \ldots, F_f\}$ a set of fragments such that

$$F = \bigcup_{i=1}^f (F(R_i))$$

Since we may define several different fragmentations of any relation $R_i$ in $R$ (for instance, by choosing different subsets of $A_i$ for the vertical partitioning, or by providing different predicate expressions on some attribute of $A_i$ for horizontal partitioning) there could be several sets of fragments $F$ associated with $R$.

Transactions. A set of transactions $T = \{T_1, \ldots, T_t\}$ performs some operations on $R$ (or on $F$ if we refer to a set of fragments of $R$). Each transaction $T_i$ of $T$ is executed during some period of interest with frequency $q_i$, and performs operations $x_{ij}$ on some table $X_{ij}$ of $R$ (or $F$). In general, a transaction $T_i$ in $T$ will access only some rows and some columns of each relation (or fragment) $X_{ij}$ in $X_i$, thus it performs operations only on one fragment of $X_i$. Associated with each transaction $T_i$ in $T$ is an initial network node $P_{Ti}$, which is not specified, but to be assigned as part of the design.

Allocation. Given the set of transactions $T$ and a set of fragments $F$, let $O = T \cup F$ be the set of objects to be allocated on the network. Furthermore, given a set of fictitious processor nodes $N = \{N_1, \ldots, N_n\}$, which are not necessarily equals $P$, an allocation of $O$ in $N$, denoted by $L(O, N)$, is a mapping of $O$ into $N$. In the case that $N = P$, the allocation $L(O, N)$ represents a possible real allocation of the objects (fragments and transactions) to the processors $P$ of the network.

Objective. The objective of this analysis is to find an allocation design $L$ for the set of fragments $F$ and the set of transactions $T$, so that an aggregate cost function is minimized, while the capacity constraints $\{C_{Pl}, CC_i, CM_i, i = 1, \ldots, n\}$ are observed. The elements of the cost are the load parameters produced at execution time by a transaction optimizer as part of its planning. The analysis model is limited by the capability of the optimizer, that is no design should be produced which implies a transaction processing strategy which will not be generated by the optimizer.

Cost evaluation. In order to evaluate the cost function of some processor configuration we invoke at design time the program which is eventually to be used for the optimization of transaction execution. Such a program determines the execution load components once for each transaction $T_i$ in $T$.

The cost evaluation function $\mathcal{CF}$ is a mapping defined as follows: Given a set $F$ of fragments of $R$, a set $N$ of nodes (not necessarily equal to $P$), the set of objects $O = T \cup F$, and an allocation $L(O, N)$, $\mathcal{CF}(L(O, N))$ is the triple $< \mathbf{vi}, \mathbf{vc}, \mathbf{vm} >$, where

i) $\mathbf{vi} = \{vi_1, \ldots, vi_m\}$ and $vi_i$ is the load in terms of the number of block accesses required in the node $N_i$.

ii) $\mathbf{vc} = \{vc_1, \ldots, vc_n\}$ and $vc_i$ is the load in terms of the number of processor cycles consumed by the node $N_i$.

iii) $\mathbf{vm} = \{vm_{ij}|1 \leq i, j \leq n\}$ and $vm_{ij}$ is the load due to the message traffic generated between the nodes $N_i$ and $N_j$ or, more generally, the communication cost between the two nodes.

Notice that $\mathbf{vi}, \mathbf{vc}, \mathbf{vm}$ represent the costs necessary to execute the transactions in $T$ on the fictitious network of nodes $N$. Such costs can be determined analytically from the generated allocation and knowledge of the available access strategies and the transactions [W83]. Estimates of such costs are produced for one transaction at a time by a transaction execution optimizer (like the optimizer in System R* [WS81]) as part of its planning.

The problem of database allocation to the nodes in a cluster of processors is the following:

The DBNCP-Problem over Relations:

Let $R$ be a set of relations, $T$ be a set of transactions, $P$ be a set of $p$ processors, and $\mathcal{CF}$ be a cost evaluation function. Find a set $F$ of fragments of $R$ and an allocation $L(O, P)$, where $O = T \cup F$, such that the cost

$$\sum_{i=1}^{p} \mathbf{vi}_i + \sum_{i=1}^{p} \mathbf{vc}_i + \sum_{i=2}^{p} \sum_{j=1}^{p} \mathbf{vm}_{ij}$$

is minimum subject to

i) $\mathbf{vi}_i \leq C_i$ for all $P_i$ in $P$

ii) $\mathbf{vc}_i \leq CC_i$ for all $P_i$ in $P$

iii) $\mathbf{vm}_{ij} \leq CM_{ij}$ for all $P_i, P_j$ in $P$.

where $< \mathbf{vi}, \mathbf{vc}, \mathbf{vm} > = \mathcal{CF}(L(O, P))$. 1

We note that this problem is different from the database partitioning problems treated in literature (see, for instance [Ap82, CNW81]). In particular, in this case the initial network node of each transaction is not predefined. This means that we cannot neglect the capacity construct as it is assumed in previous works, because otherwise we would find a trivial solution, that is allocating all transactions and relations in only one processor.
2.2 The database partitioning problem with a defined set of fragments

We note that the DBNCNP-problem considers any possible fragmentation of the relations in R. If we assume that a set F of fragments is given, a variant of the DBNCNP-problem is the following:

The DBNCNP-Problem over fragments

Let F be a set of fragments of a given set of relations R. Let T be a set of transactions, P be a set of processors, and C_{ij} be a cost evaluation function. Find an allocation L(O, P), where O = T \cup F, such that

\[ \sum_{i=1}^{p} (v_i + w_{ij}) + \sum_{i \leq j} u_{ij} \]

is minimum

subject to

constraints ij, ii), iii) of the DBNCNP-problem over relations.

We note that, in general, the solution of this second problem is not a solution of the general problem. However, if the initial set of fragments contains units of allocation, i.e., elementary objects of allocation that cannot be further fragmented, then the solution of the DBNCNP-problem over a set of predefined fragments is also the solution of the DBNCNP-problem over relations.

This means that, since the transactions cannot be fragmented, we have to find an initial set F of fragments such that each fragment in F will be further partitioned but only, eventually, combined. In [SW83] a method, following [Ap82], is proposed to obtain the initial units of allocation.

From now on, we will consider as input of the DBNCNP-problem over fragments either a set of functional elementary objects or whatever set of fragments has been predefined by the database designer. The size of the set of fragments is polynomially bound by the size of the input of the DBNCNP-problem over relations. Our conjecture is that such an approach gives a good suboptimal solution of the DBNCNP-problem over relations. Furthermore, since the optimal solution of both problems cannot be found in a reasonable time, as we shall prove in the next section, the above assumption is the only one suitable to provide polynomial-time heuristic algorithms.

Before concluding with the formulation of the database partitioning problems we point out that, after the solution of the problem is found, a postanalysis will recombine any fragments of the same source relations which are allocated into the same processor.

3. HEURISTIC ALGORITHMS FOR THE PARTITIONING PROBLEM

3.1 Complexity of the Problem

The solution of the two database partitioning problems introduced in the previous section is strongly dependent on the cost evaluation function C_{ij}. It is obvious that, if the computation of such a function requires exponential time in the size of the relations in R and the transactions in T, we do not have any hope to find a solution, even suboptimal, in a reasonable amount of time.

In this paper, we suppose that the evaluator computes the costs in polynomial time. This is not a strong assumption since the optimizer must compute, in order to be practical, the cost of transactions in a reasonable amount of time. However, we have to point out that such a computation cannot be considered as an elementary computer operation. This means that in our complexity analysis we will evaluate how many times the optimizer cost function is invoked separately from the evaluation of the number of simple operations. This analysis is found in Sec. 3.3.

Despite the above simplifying assumption, the complexity of the two partitioning problems is still hard. In fact, we have proven not only that there is no polynomial-time algorithm to solve the problem, unless P = \textsf{NP} [GJ79], but also that no polynomial-time algorithm is able to find a feasible solution of the problems.

**THEOREM 1.** Finding a feasible or optimal solution of the DBNCNP-problem over relations or over fragments is \textsf{NP}-hard.

The proof of Theorem 1 can be found in [SW83].

From Theorem 1 we decide that we cannot find a solution of the database partitioning problem, even only a feasible and not optimal solution, in a reasonable amount of time, without using heuristic procedures.

In the next sections we will give heuristic algorithms for the solution of the DBNCNP-problem, based on combining the greedy method [IIS76] and the First-Fit algorithm [JD94]. Since a feasible solution of the DBNCNP-problem over fragments is also a feasible solution of the DBNCNP-problem over relations, and since starting from predefined set of elementary fragments is more suitable to provide heuristic algorithms, we only consider the DBNCNP-problem over fragments.

3.2 The greedy and the first-fit algorithms

Our task is to select fragments from a large set of fragments and allocate them to the processors. At the same time transactions have to be allocated. Fragments should be combined with other fragments and transactions should be allocated with fragments if placing them together leads to a great benefit in terms of reduction of communication, CPU, or I/O load. Their allocation to processor nodes is subject to capacity constraints.
Greedy selection of fragments. The aspect of selecting fragments suggests a greedy method, i.e., an algorithm which works in stages, considering one input at a time. At each stage, an optimal "local" solution is found for a particular input. Such solutions may or may not lead to the optimal solution of the problem. However, most of the time such a method will result in algorithms that generate suboptimal solutions. In our case, the greedy method reduces to the following algorithm.

We start from the set \( O \) of \( o \) objects (transactions and relation fragments) and consider \( n \) set of \( n \) nodes \( N \) such that \( n = o - 1 \). For all pairs of objects \( O_i, O_j \), we consider an allocation on \( L(O, N) \) such that one node \( N_i \) of \( N \) contains the combination of two objects \( O_i, O_j \) and that each of the remaining nodes contains only one object of \( O - \{ O_i, O_j \} \).

Let \( t_{cij} \) be the total cost of this allocation,

\[
t_{cij} = \sum_{i=1}^{n} (v_i + v_{cij}) + \sum_{j=1}^{n-1} \sum_{i=1}^{n} v_{mij}
\]

where \( < v_i, v_{c}, v_{m} > = \mathcal{G}_f(L(O, N)) \).

We select the pair of nodes \( O_i, O_j \) for which \( t_{cij} \) is minimal and the capacity constraints of the problem are satisfied. We then modify the set of objects \( O \) by replacing the object \( O_i, O_j \) with the compound object. In further stages, we repeat the above step by considering the modified set of objects \( O \) and by reducing the number of nodes by one. Eventually, the algorithm stops when either \( n = p \) or no two nodes can be further combined. If the algorithm reaches the stage where \( n = p \) the compound objects in \( O \) define the final allocation of the objects in the processors. The greedy method fails if it reaches the point where no nodes can be combined while \( n > p \), although a feasible solution of the problem may exist.

We note that the same algorithm was proposed in [Ap82] for the solution of a database partitioning problem without capacity constraints and with predefined starting point of each transaction. In that paper it was shown that such an application gives a good suboptimal solution of the predefined transaction entry problem.

Let us now analyze the goodness of this greedy algorithm for the solution of the entire problem. Unfortunately, our conjecture is that this algorithm is very unlikely to give a feasible solution of the allocation phase of the problem. Consider, for simplicity, that the CPU load associated with the fragments is independent from their allocation. In this case, finding a feasible solution corresponds to finding a solution of the Bin-Packing problem, where the fragments are the items to be inserted in the bins, represented by the processors. It is known in the literature (for instance, see [GJ79, JUCC74]) that any algorithm that starts a new bin before all the non-empty bins are full, gives a poor solution to the bin-packing problem. In other words, any "good" approximate allocation algorithm must be at least a "First-fit" algorithm.

First-fit allocation. Reconsider the basic greedy algorithm. Any time it combines two objects, which were never combined before, it starts what amounts to a new bin although there are bins not yet full. Hence, we have to modify the allocation phase of the greedy algorithm in order to meet the above-mentioned property of First-fit algorithms.

We could use some other better algorithm for the bin-packing problem, like the "First-fit Decreasing" algorithm in [J74]. However, in these approaches the selection phase is also driven by the allocation algorithm. Since allocation is based on the capacity constraints of the processors we loose the optimality objective used for selection.

However, in the case of the simple First-fit algorithm we have the freedom to select fragment combinations on the basis of the greedy method since we the only constraint is to never introduce too many bins. In particular, there should never be more bins than the number of available processors. Since we believe that in reality the capacity constraints cannot be too restrictive, a first-fit allocation approach should permit the design to respect the constraints.

3.3 Analysis of the greedy first-fit algorithm for various cases of capability.

The greedy first-fit algorithm described above allows for the solutions of the partitioning problems over fragments to the capacity limits specified for the processor network. In particular, as shown in [SW83], the cost evaluation function which computes \( \mathcal{G}_f \) is in all cases computed \( O(n) \) times, where \( o \) is the initial number of objects to be allocated. However, the complexity of the algorithm in terms of elementary operations (i.e., all operations but calls to cost evaluation function) is different for the various cases of capacity constraints. We considered all such cases. The algorithm is modified only in the part which checks the capacity constraints. We present the results found in [SW83] in a table.

The Table shows that the proposed First-fit Greedy algorithm runs in all but the most general case in \( O(o^p/p^2) \) time. The general case where the algorithm does not appear to run in polynomial time occurs when the network is not homogenous. Such networks, having links of unequal capacity or, more likely, absent links between processor pairs are common in long-haul networks. These are not the type of networks which are addressed in our analysis, since for these networks the initial assumption that the entry point for the transaction can be assigned arbitrarily is highly unlikely.
4. CONCLUSION

We have addressed the problem of distributing a database over a fixed number of processors. The processors and the network connecting them have limited processing and transmission capacities. The relations of the database are fragmented to provide suitable units of allocation. The entry point of the query transactions is not constrained. The complexity of the general problem is shown to be \(NP\)-hard so that an heuristic algorithm is called for. This algorithm should not only provide a feasible solution but a solution that is near to optimal as well. These two criteria are related since without finding a low cost solution no solution which satisfy the processor constraints may be found.

The database is fragmented prior to the analysis so that an appropriate granularity for distribution is obtained. The heuristic algorithm assigns the fragments to processors. It combines a greedy algorithm for the selection of candidate fragments to be assigned with a first-fit bin-packing algorithm for the allocation of the selected fragments to the processor nodes.

We point out that the greedy first-fit algorithm requires \(O(n^2)\) calls to the cost evaluation function (\(n\) is the number of initial objects to be allocated), in order to obtain the information needed to make design decisions. In most cases the cost evaluation function is the query optimization program of the database management system over hypothetical defined network. One invocation of the function has to consider all specified transactions. This means that in typical cases the database designer cannot afford to call it a large number of times. In order to reduce the number of such computations, three other techniques are presented in [SW83] to drive the greedy selection of the algorithm. These techniques allow for a reduced number of calls to the optimiser (namely, \(O(1)\), \(O(n)\) and \(O(n^2)\) times).

The faster techniques appear to be applicable in earlier stages of the selection algorithm. Furthermore, they are especially attractive in the early stages when the value of \(n \gg p\). Experimental results have been obtained for some of the techniques and appear in [SW83] in order to verify the analytical results summarized in this paper.
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