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Abstract

Database outsourcing is an emerging data
management paradigm which has the poten-
tial to transform the IT operations of corpora-
tions. In this paper we address privacy threats
in database outsourcing scenarios where trust
in the service provider is limited. Specifically,
we analyze the data partitioning (bucketiza-
tion) technique and algorithmically develop
this technique to build privacy-preserving in-
dices on sensitive attributes of a relational ta-
ble. Such indices enable an untrusted server
to evaluate obfuscated range queries with min-
imal information leakage. We analyze the
worst-case scenario of inference attacks that
can potentially lead to breach of privacy (e.g.,
estimating the value of a data element within
a small error margin) and identify statisti-
cal measures of data privacy in the context
of these attacks. We also investigate precise
privacy guarantees of data partitioning which
form the basic building blocks of our index.
We then develop a model for the fundamental
privacy-utility tradeoff and design a novel al-
gorithm for achieving the desired balance be-
tween privacy and utility (accuracy of range
query evaluation) of the index.

1 Introduction

The recent explosive increase in the Internet usage,
coupled with advances in software and networking, has
resulted in organizations being able to easily share data
for a variety of purposes. This has given rise to a set
of new and interesting computing paradigms. In the
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database context, one such paradigm is Database-as-a-
Service (DAS)[4, 6, 7] in which organizations outsource
data management to a service provider.

In the DAS model, since data is stored at the service

provider (that may not be fully trusted) many new se-
curity and privacy challenges arise. Most approaches
to DAS define a notion of a security perimeter around
the data owner. The environment within the perimeter
is trusted whereas the environment outside the perime-
ter is not. For instance, in [4], the client (which is also
the data owner) is trusted, while the server (service
provider) is not. In [6], a smart card solution is consid-
ered in which owners access data using a client terminal
supporting smart card devices. The client’s smart-card
devices and terminals are within the security perime-
ter, whereas the large data store is considered to be
outside. [7] considers a DAS architecture in which a
secure co-processor resides alongside the server. The
secure co-processor is within the perimeter, while the
server which supports a large scale storage is considered
to be outside the perimeter.
Query processing in the DAS model: In each of
the DAS models considered above, data is stored in an
encrypted form outside the security perimeter but ac-
cessed from within. Usually, data is accessed through a
client query Q. A direct way to support @ is to trans-
fer data from the untrusted servers to the trusted en-
vironment within the security perimeter. Once within
the security perimeter, data can be decrypted and the
query predicates evaluated. Such an approach, how-
ever, mitigates many of the primary advantages of DAS
where we are interested in outsourcing not just the stor-
age but also database operations. The alternative ap-
proach is to split the query @ into two components:
Qsee + Qinsec, where Qinsec €xecutes at the server on
the encrypted representation to compute a (superset
of) results for @ and Q.. executes within the security
perimeter to filter out the false positives. The objec-
tive is to push as much work as possible for evaluating
Q@ to the service provider.

Techniques to split query processing between the
client and server in the context of DAS has been ex-
plored for various classes of queries. For example, buck-
etization (data partitioning) technique [4] to support



range queries, deterministic encryption [4, 6] for join
queries, as well as, several other methods [5, 1] have
been proposed. The objective of these are to push as
much work as possible for evaluating the queries to the
service provider.

While techniques to support various types of queries
in the DAS model have been developed, much of this
work is ad-hoc in nature. For instance, it lacks an in-
depth analysis of the level of privacy afforded under
various attack scenarios. This is challenging, specially
given that there is no agreed upon definition or estab-
lished way to reason about privacy. Privacy, in general,
depends upon the user specification, nature of data and
the application context. Existing research also lacks
analysis of the privacy-utility trade-offs inherent to any
privacy-preserving data processing system.

In this paper, we focus on range queries and a buck-
etization based approach proposed in [4] to support
them in the DAS model. In the bucketization ap-
proach, an attribute domain is partitioned into a set
of buckets each of which is identified by a tag. These
bucket tags are maintained as an index (referred to
as crypto-index) and are utilized by the server to
process the queries. Our goal in this paper is to
characterize the privacy threats arising from the cre-
ation of bucketization-based indices to support range
queries. Furthermore, we aim to design algorithms to
explore privacy-efficiency trade-offs for the bucketiza-
tion schemes. Specifically, this paper makes the follow-
ing contributions:

1. Design of an optimal (that maximizes the accuracy
of range queries) solution for data bucketization.

2. Identification of privacy measures most relevant
in the DAS model and analysis of privacy levels
achieved for any instance of bucketized data’.

3. Development of a novel privacy-preserving re-
bucketization technique that yields bounded over-
head (due to commensurately reduced accuracy)
while maximizing the defined notions of privacy.

The rest of this paper is organized as follows. Sec-
tion 2 briefly discusses range queries in [4] and ad-
dresses relevant privacy issues. Section 3 develops an
optimal data bucketization algorithm which maximizes
efficiency of crypto-indices. Section 4 identifies statis-
tical metrics of privacy relevant to the context. Next,
section 5 introduces our new re-bucketization technique
and section 6 discusses privacy issues for the multi-
attribute case. Experimental results are reported in
section 7 and related work is over viewed in section
8. The paper concludes in Section 9 and 10 with the
summary and future work issues.

n fact, we offer a worst-case analysis where the adversary is
assumed to know the entire bucketization scheme.
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2 Preliminaries

We begin with the brief overview of the DAS model
from [4]. This setting involves clients (data owners)
and servers (database service providers). Clients to do
not trust servers with data contents and encrypt the
outsourced data before storing it at the server. Specif-
ically, each data tuple (record or row) of a relational
table is stored at the server as an encrypted unit, the
so-called etuple.

However, since virtually no useful database opera-
tions can be performed over encrypted data, the DAS
model involves creation of crypto-indices over sensitive
attributes? which are expected to appear in queries.
Multiple crypto-indices may be created over each at-
tribute to support different kinds of SQL queries. The
objective is to maximize the amount of query process-
ing done by the server (without, of course, decrypting
any etuples) while minimizing work for the client. At
query execution time, instead of the actual cleartext
attribute values, crypto indices are used for filtering
out tuples for query predicates that involve sensitive
attributes.

We focus on crypto-indices designed to support
range queries. The technique in [4] involves partition-
ing (bucketizing) each attribute domain into a finite
number of regions (in an equi-depth or equi-width
manner) and assigning each region a unique random
tag (bucket-id). Subsequently, the cleartext of sensitive
attributes of each tuple is essentially suppressed and
only identified by its corresponding bucket-id, for each
crypto-index built upon that attribute. If the original
table was R, this results in a new server-side table R®,
containing etuples and corresponding bucket-ids. An
example is given below:

Example 1: Consider the tables in figure 1, where
the left side is the original table and the right is its
encrypted version. For each sensitive attribute: XY
and Z, a separate crypto-index is created. The client

Client side Data (plain text) Server side Data (encrypted + indexed)

S (RS
emp (R) emp® (R°) Cryptoindex
eid |ename | addr | Test | Test | Test etuple Xs Ys Al
x| Mm@
11000100 | btx1 btyt bt.z1 btz2
345 |Tom | Maple |54 |32 |400 btz3
P 00001110 | btx2 | bty2 | btzl
876 | Mary | Main |58 22 | 476
00110110 | btx3 | bty3 | btz2 btz)
8976 | John | River | 60 34 | 5%
780 | Jery | Ocean | 89 8 |63 01111010 | btx4 | bty4 | btz3

Figure 1: Representation of table on the server
uses meta-data (stored within the secure perimeter)
to translate normal database queries into server-side
queries. The latter can only use indexing information

2Crypto-indices corresponding to non-sensitive attributes are
the same as in any normal index data structure.



in RS (i.e., the columns X*,Y¥, Z%). For example, an
SQL query:

Select ename, addr from R where R.Z > 450
is translated into:

Select etuple from R° where R°.Z° = bt.zl
V bt.z2 V bt.z3

where bt.zl,bt.z2 and bt.z3 refer to bucket-tags of
the buckets created on attribute Z. $

It is evident that this approach often results in the
query reply containing a superset of records desired by
the client. To filter out superfluous data, the client
needs to post-process the reply: decrypt each etuple
and apply the original query criteria to the cleartext.
It is easy to make the following observation:

Observation 1 Allocating a large number of buckets
to crypto-indices increases query precision but reduces
privacy. On the other hand, a small number of buckets
increases privacy but adversely affects performance.

The goal of the client is thus twofold:
1) Server Efficiency: maximize the server-side ac-
curacy of range query evaluation. Higher efficiency
results in lower server-client communication overhead
and lower post-processing costs for the client.
2) Maximum Privacy: minimize the information re-
vealed to the server through the crypto-indices. In
other words, maximize data privacy. (What constitutes
“information” in this context is clarified in Section 4)
below).

We now turn to the problem of optimal bucketiza-
tion of an attribute domain.

3 Optimal Buckets for Range Queries

As noted in the previous section, the problem of op-
timal bucketization of attribute domains was not ad-
dressed in [4]. In this section we develop such an algo-
rithm.

For simplicity of analysis, we will restrict our atten-
tion to building crypto-indices over numeric attributes
from a discrete domain like Z (set of non-negative inte-
gers). But the algorithm applies to the real domain as
well. Also we should point out here, that the method
by which crypto-indices are actually implemented, is
immaterial to us. In reality, any simple data structure
that can swiftly retrieve all tuples belonging to any
bucket, will suffice. The notion of efficiency that we
are concerned with, is only dictated by how the data is
partitioned into these buckets.

3.1 Problem Statement

We start by defining the optimal bucketization prob-
lem. (Refer to the table 1 for notations.)

Problem: 3.1 Given an input relation R = (V,F)
(where V' is the set of distinct numeric values appearing
at least once in the column and F is the set of corre-
sponding frequencies), a query distribution P (defined
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Vmin

VULH,Z'

minimum possible value for a given attribute
maximum possible value for a given attribute
number of possible distinct attribute values;
N = Vma:c - Vmin +1

R relation (in cleartext), R = (V, F)

|R| number of tuples in R (i.e. size of table)
ordered set (increasing order) of all values
from the interval [Vinin, Vinaz] that occur

at least once in R; V ={v; |1 < ¢ < n}

set of corresponding frequencies (non-zero);
F={0< fn< IR||1< i< n}

therefore we have |R| = ?:1 fi

n n=|V|=|F| (Note: n < N)

R encrypted and bucketized relation, on server
M maximum number of buckets
Q

q

B!

set of all “legal” range queries over R

a random range query drawn from Q);

g =[l,h] where | < h and h,l € [Vinin, Vimaz]
Q' set of all bucket-level queries

q random bucket-level query drawn from Q’;
basically ¢’ is a sequence of at least one

and at most M bucket identifiers.

T(q) translation function (on the client side) which,
on input of ¢ € Q, returns ¢’ € Q’

Ry set of tuples in R satisfying query ¢

RS, set of tuples in RS satisfying query ¢’

query workload, induces probability dist on @

Table 1: Notations for Buckets

on the set of all range queries, Q) and the mazimum
number of buckets M , partition R into at most M buck-
ets such that the total number of false positives over
all possible range queries (weighted by their respective
probabilities) is minimized.

Note that for an ordered domain with N distinct
values, there are N (NN + 1)/2 possible range queries in
the query set ). Before presenting our algorithm, we
would like to point out a couple of things regarding
our query model (i.e. the various query distributions
that we consider). The problem of histogram construc-
tion for summarizing large data, has similarities to the
present problem. Optimal histogram algorithms either
optimize their buckets i) independent of the workload,
by just looking at the data distribution [31] or ii) with
respect to a given workload [32, 33]. In the first ap-
proach, the query distribution is implicitly assumed to
be uniform (i.e. all possible range queries are equi-
probable). We address both the cases, where in the
query distribution is one of the following:

1) Uniform: All queries are equi-probable. Therefore
probability of any query is = W

2) Workload-induced: There is a probability distri-
bution P induced over the set of possible queries @,
where the probability of a query ¢ is given by the frac-
tion of times it occurs in the workload W (W is a bag
of queries from Q).

We analyze the case of uniform query-distribution
in detail here. We omit the discussion on how the gen-
eral distribution (workload induced) case can be tack-
led due to space restrictions. The interested reader can
refer to [11] for the algorithm.



3.2 Uniform query distribution

The total number of false positives (TFP), where all
queries are equiprobable can be expressed as:

TFP = Z (R3] —
VqeQR

[Rql)

The average query precision (AQP) can be expressed
as (see notation in table 1):

2geq|Ral
Ygeq [Ra

where ¢’ = T(q).

Therefore minimizing the total number of false pos-
itives is equivalent to maximizing average precision of
all queries.

As before, consider a single attribute of a relation
from a totally ordered discrete domain, such as the set
of non-negative integers. For a bucket B, there are
Np = (Hp— Lp+1) distinct values where L and Hp
denote the low and high bucket boundary, respectively.
Let Vp denote the set of all values falling in range B
and let Fp = {f,..., f§,} denote the set of corre-
sponding value frequencies. Recall that @ is the set of
all range queries over the given attribute. We need to
consider all queries that involve at least one value in
B and compute the total overhead (false positives) as
follows:

Let the set of all queries of size k be denoted by Qx
and g = [l, h] denote a random query from Q) where
h —1+1=k. Then, the total number of queries from
Q. that overlap with one or more points in bucket B
can be expressed as: Np+k — 1. Of these, the number
of queries that overlap with a single point v; within the
bucket is equal to k. The case for k = 2 is illustrated in
figure 2. Therefore, for the remaining Np—1 queries, v;
contributes f; false positives to the returned set (since
the complete bucket needs to be returned). Therefore,
for all Ng + k — 1 queries of size k that overlap with
B, the total number of false positives returned can be

written as:
S (Np—1)xfi = St
v, EB

v, EB
=(Ng—1)*«Fp~ Npx*Fp

where F'g is the total number of elements that fall in
the bucket (i.e., the sum of the frequencies of the val-
ues that fall in B). We make the following important
observation here:-

TFP

AQP = ————
Yoeq 1By

Np —1) %

Observation 2 For the uniform query distribution,
the total number of false positives contributed by a
bucket B, for set of all queries of size k, is indepen-
dent of k. In effect the total number of false positives
contributed by a bucket (over all query sizes) depends
only on the width of the bucket (i.e. minimum and
mazximum values) and sum of their frequencies.
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Figure 2: Queries overlapping with bucket

In light of the above observation, we conclude that min-
imizing the expression Np x Fp for all buckets would
minimize the total number of false-positives for all val-

N(N+1)
2

ues of k (the complete set of range queries).

3.3 The Query-Optimal-Bucketization Algo-
rithm (uniform distribution case)

As follows from the preceding discussion, our goal is to
minimize the objective function : 75 Np, * F'ip,. Let
QOB(1,n, M) (Query Optimal Bucketization) refer to
the problem of optimally bucketizing the set of values
V ={vy,...,v,}, using at most M buckets (Note that
v < ... < v, each occurring at least once in the
table). We make the following two key observations:
1) Optimal substructure property: The problem
has the optimal substructure property [34], therefore
allowing one to express the optimum solution of the
original problem as the combination of optimum solu-
tions of two smaller sub-problems such that one con-
tains the leftmost M — 1 buckets covering the (n — )
smallest points from V and the other contains the ex-
treme right single bucket covering the remaining largest
¢ points from V:

QOB(1,n,M) = Min,JQOB(1l,n—i,M —1)
+BC(n—i+1,n)]
where BO(i,j) = (v —vi+1)* > fi

1<t<j

(BC(i,7) is cost of a single bucket covering [v;, v;])

2) Bucket boundary property: It can be intu-
itively seen that for an optimal solution, the bucket
boundaries will always coincide with some value from
the set V' (i.e. values with non-zero frequency). There-
fore in our solution space, we need to consider only
buckets whose end points coincide with values in V,
irrespective of the total size of the domain.

The algorithm solves the problem bottom-up by
solving and storing solutions to the smaller sub-
problems first and using their optimal solutions to solve
the larger problems. All intermediate solutions are
stored in the 2-dimensional matrix H. The rows of
H are indexed from 1,...,n denoting the number of
leftmost values from V' that are covered by the buck-
ets for the given sub-problem and the columns are
indexed by the number of maximum allowed buckets
(from 1,...,M). Also note that the cost of any sin-
gle bucket covering a consecutive set of values from



Algorithm: QOB(D, M)
Input: Data set D = (V, F) and max # buckets M
(where |V| = |F| =n)
Output: Cost of optimal bucketization & matrix H
Initialize
(i) matrix H[n][M] to 0
(ii) matrix OPP[n][M] to 0
(iii) compute EndSum(j) = EndSum(j + 1) + f;
forj=1...n
For k =1...n // For sub-problems with max 2 buckets
H[k][Q] = Minzgigkfl(BC(l, 7,) + BC(Z + 1, K))
Store optimal-partition-point ipes: in OPP[E][2]
For | =3...M // For the max of 3 up to M buckets
Fork=1...n
HIE|[l] = Mini—1<i<k—1 (H[{)[l — 1] + BC(i + 1,k))
Store optimal-partition-point ipes: in OP P[k][l]
Output “Min Cost of Bucketization = H|[n][M]”
end

Figure 3: Algorithm to compute query optimal buckets

V can be computed in constant time by storing the
cumulative sum of frequencies from the right end of
the domain, call them EndSum (i.e. EndSum, =
fn, EndSumy,_1 = fn_1 + fn.... Storing this infor-
mation uses O(n) space. We also store along with the
optimum cost of a bucketization, the lower end point of
its last bucket in the n x M matrix OPP (Optimal Par-
tition Point) for each sub-problem solved. It is easy to
see that the matrix O PP can be used to reconstruct the
exact bucket boundaries of the optimal partition com-
puted by the algorithm in O(M) time. The dynamic
programming algorithm is shown in figure 3% and an
illustrative example is given below.

Example 2: Assume the input to QOB algorithm
is the following set of (data-value, frequency) pairs:
D ={(1,4),(2,4),(3,4), (4,10), (5
(9,4),(10,2)} and say the maximum number of buck-
ets allowed is 4, then (figure 4) displays the optimal
histogram that minimizes the cost function. The
resulting partition is {1,2,3},{4,5},{6,7},{8,9,10}.
Note that this histogram is not equidepth (i.e all
bucket need not have the same number of elements).
The minimum value of the cost function comes out to
be = 120. In comparison the approximately equi-depth
partition {1,2,3},{4},{5,6},{7,8,9,10} has a cost
=130. ¢

3.3.1 Computation and Space Complexity

The complexity of the algorithm is O(n? x M) which
is dominated by the nested loop step, where the outer
loop runs M times, inner loop runs O(n) times and
computing the minima over i takes another O(n) com-
putations. Computing cost of each bucket, the pro-
cedure BC'(i,j) can be done in O(1) time if the se-
quence of numbers EndSum is precomputed, which

3in the workload-induced case, only the EndSum computa-
tion is done differently, the rest of the algorithms remains the
same
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Figure 4: Optimum buckets for uniform query distribution

again takes O(n) time. The space complexity of the
algorithm is clearly O(n * M) due to the two matri-
ces H and OPP. Due to lack of space, experimental
observations for the running times of the algorithm is
omitted in this paper and reported only in [11].

Before ending this section, we would like to point
out that our techniques can be utilized to solve multi-
attribute range queries as well. This can be done in
a relatively straightforward manner, by utilizing the
crypto-indices built on each of the query attributes and
then returning the common set of tuples which satisfy
the range constraints for each dimension. We present
some more discussion on multi-attribute range queries
in section 6.

4 Privacy Measures

Here we propose two data-level privacy measures rele-
vant to data bucketization and argue their utility.

4.1 Adversary’s goal

The pillar of the DAS model is the untrusted server. In
the context of our discussion, the adversary (denoted
as A) collectively represents the server as well as any
other malicious entities in the systems.

While A’s possible goals are difficult to enumerate,
we focus on the context of the current application.
In particular, we make the following two assumptions
about A’s goals:

Individual-centric information: A is interested in
determining the precise values of sensitive attributes
of some (all) individuals (records) with high degree of
confidence. Eg: What is the value of salary field for
a specific record. We refer to A’s ability to estimate a
value as Value-Estimation-Power (VEP) of A.
Query-centric information: A is interested in iden-
tifying the exact set of etuples that satisfy any (clear-
text) query g € @ with the highest possible precision
and recall *. Eg: Which are the records of people who
get salary between 100K and 150K. We denote A’s
ability to identify a set of etuples satisfying a query as
Set-Estimation-Power (SEP).

We point out an important distinction between the
meaning of “precision” for A and for the data owner
(client): We assume that the underlying row-level en-
cryption employed by the client is to the table, is un-

4Precisions and recall refer to accuracy and completeness, re-
spectively, of a set of etuples with respect to a given query



breakable (eg. some non-deterministic encryption algo-
rithm). Therefore A never obtains the plaintext value
of a sensitive attribute. Given an etuple, the best A
can do is obtain a probabilistic estimate of the true
value with high degree of confidence. Similarly, given a
cleartext query ¢ and a set S of bucketized etuples, A
can assign a certain probability to whether any etuple
in S satisfies ¢. On the other hand, there is no notion
of uncertainty involved for the client. After receiving a
set of etuples, he decrypts them and finds out exactly
which tuples satisfy the query ¢. The overhead or im-
precision for the client is only in terms of the extra
false-positives that need to be decrypted and filtered
out.

The above discussion makes it clear that A has
to reconstruct the whole table by estimating/inferring
the correct values of sensitive attributes. A can only
achieve this by first breaking the bucketization scheme
and using this knowledge to form statistical estimates
of the set (range) of values that the attribute(s) of a
tuple can take. We also assume that A employ statis-
tical techniques that maximize its degree of confidence
and minimize the cardinality (size) of set (range) of
possible values (i.e., maximize his VEP and SEP).

To simplify the analysis, we make the following as-
sumption, which allows us to perform the worst-case
breach of privacy analysis:

Assumption 4.1 A knows the entire bucketization
scheme and the exact probability distribution of the val-
ues within each bucket.

For example, given that bucket B has 10 elements, we
assume A knows that: 3 of them have value 85, 3 have
value 87 and 4 have value 95, say. However, since the
elements within each bucket are indistinguishable, this
does not allow A to map values to elements with ab-
solute certainty. We now propose the two measures of
privacy.

4.2 Variance

We propose the Variance of the distribution of val-
ues within a bucket B as its measure of “Individual-
Centric-Privacy guarantee”. We base our choice of
variance on the theorem (see below), however, we first
define the term Awerage Squared Error of Estimation

(ASEE) as follows:

Definition 4.1 ASEE: Assume a random variable
Xp follows the same distribution as the elements of
bucket B and let Pg denote its probability distribution.
For the case of a discrete (continuous) random vari-
able, we can derive the corresponding probability mass
(density) function denoted by pg. Then, the goal of the
adversary is to estimate the true value of a random
element chosen from this bucket. We assume that A
employs a statistical estimator for this purpose which
is, itself a random variable, X' with probability distri-
bution Pg.
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In other words, A guesses that the value of Xp is
x;, with probability p'z(x;). If there are N values in
the domain of B, then we define Average Squared
Error of Estimation (ASEE) as:

N
ASEE(Xp, Xp) = > > plpla:) #pp(;) * (2; — z;)?

j=1i=1

Theorem 4.2 ASEE(X,X’) = Var(X) + Var(X')+
(E(X) — E(X’))? where X and X' are random vari-
ables with probability mass (density) functions p and
p’, respectively. Also Var(X) and E(X) denote vari-
ance and expectation of X respectively.

Proof: See appendix A

It is easy to see that A can minimize
ASEE(Xp,Xp) for a bucket B in two ways: 1)
by reducing Var(X}p) and 2) by reducing the absolute
value of the difference E(Xpg) — E(X}p). Therefore,
the best estimator of the value of an element from
bucket B that A can get, is the constant estimator
equal to the mean of the distribution of the elements
in B (ie., E(Xp)). For the constant estimator XJg,
Var(Xp) = 0. Also, as follows from basic sampling
theory, the “mean value of the sample-means is a good
estimator of the population (true) mean”. Thus, A
can minimize the last term in the above expression by
drawing increasing number of samples or, equivalently,
obtaining a large sample of plaintext values from B.
However, note that the one factor that A cannot con-
trol (irrespective of the estimator he uses) is the true
variance of the bucket values, Var(Xpg). Therefore,
even in the best case scenario (i.e., E(X}) = E(Xp)
and Var(Xp) = 0), A still cannot reduce the ASEE
below Var(Xp), which, therefore, forms the lower
bound of the accuracy achievable by A. Hence, we
conclude that the data owner (client) should try to
bucketize data in order to maximize the variance
of the distribution of values within each bucket.

4.3 Entropy

A higher value of variance tends to increase the average
error of estimation for the adversary therefore increas-
ing the individual centric privacy guarantee. Nonethe-
less, variance does not seem to be the appropriate mea-
sure of “query centric privacy guarantee” of a bucket.
We then turn for help to information theory. As noted
above, A’s knowledge of the bucket contents are limited
by the probability distribution, in the worst case (best
case for the A, when he has learnt the complete buck-
etization). It is well-known that entropy of a random
variable X is a measure of its uncertainty [17]. Entropy
of a random variable X taking values z; = 1,...,n with
corresponding probabilities p;,i = 1,...,n is given by:

Entropy(X) = H(X) = = > pi x log2(p:)
i=1



We propose that the measure of “query-centric privacy
guarantee” given by a bucket B be the entropy of B’s
probability distribution (i.e., the distribution of values
within B, as known to A, which happens to be the
true distribution in the worst case scenario). We argue
that entropy is an appropriate measure of query-centric
privacy, by providing a simple example below. In the
same example, we also show that variance and entropy
are un-related, i.e., they are important and indepen-
dent measures of privacy. A more formal argument for
choosing entropy as the measure for query-centric pri-
vacy is provided in [11].

Example 3: Consider the following data set:
T=1{(21),(4,1),(6,1),(8,1)} where each value occurs
with frequency 1.

A) There are 10 distinct range queries (classified by
their solution sets) possible on this attribute. Consider
the case when there are 4 buckets, each containing a
single value. The bucket entropy is 0 if A knows the
contents of the bucket, since A can identify the exact
set of solution tuples for each of the 10 queries. Now
consider only 2 buckets, e.g., as in row 1 of table 2.
Each bucket in this case have entropy = 1. A can
retrieve the precise set of tuples for only 3 of the 10
queries. For the remaining 7 queries, A can only specify
the solution set with some probability. Therefore, we
make the following observation:

Observation 3 Increasing bucket entropy reduces the
adversary’s ability to identify tuples satisfying a query.

B) To distribute the elements of T into two non-
empty buckets, we have the following distinct partitions
to consider (where o2 denotes variance and H denotes
entropy for the respective buckets):

| Partition | 0%, [ o°B, | Hp, | Hp, |
l)Blz 2,4}; Bo = {6,8 1 1 1 1
2) By = (2,65, B, = {4,8) | 4 1 1 1
3) By = {2,8); B2 = {4,6] | O 1 1 1
4) B1 = {4,6,8}; Bo = {2 2.67 0 1.585 | 0
5) B1 = {2,6,8}; B = {4} | 6.22 0 1.585 | 0
6) B1 = {2,4,8}; B> = {6} | 6.22 0 1.585 | 0
7 B = {2,4,6); B, = {3} | 2.67 |0 1535 | 0

Table 2: Variance and Entropy of buckets

Obviously, case 2 represents the most desirable buck-
etization since it seems to balance variance as well
as entropy. We note that the entropies of the buck-
ets do not seem to be correlated with the respective
variances.<

Therefore, as suggested earlier, we treat variance
and entropy of each bucket, as two independent mea-
sures of privacy and try to achieve a partition that
maximizes both simultaneously for every bucket.

5 The Privacy-Performance Trade-off

This section studies the privacy-performance trade-off.
Our goal is to develop a bucketization strategy that
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allows for this exploration to be carried out in a con-
trolled manner. Section 3 gave the QO B-algorithm
that computes, for a given number of buckets, the opti-
mum bucketization of data leading to best performance
(i.e. minimize false positives). Of course the optimal
buckets also offer some level of privacy, but in many
cases that might not be good enough (that is buck-
ets might not have a large enough variance and/or en-
tropy). What we now explore is how to re-bucketize the
data, starting with the optimal buckets and allowing a
bounded amount of performance degradation, in order
to maximize the two privacy measures (entropy and
variance) simultaneously. We formalize the problem
being addressed below:

Trade-off Problem: Given a dataset D = (V, F')
and an optimal set of M buckets on the data
{Bi1, Ba, ..., By}, re-bucketize the data into M new
buckets, {CB1,CBa,...,CBy} such that no more
than a factor K of performance degradation is intro-
duced and the minimum variance and minimum
entropy amongst the M random variables X1, ..., X/
are simultaneously maximized, where the random
variable X; follows the distribution of values within
the *" bucket.

Solution approach: The above mentioned prob-
lem can be viewed as a multi-objective constrained op-
timization problem [19], where the entities minimum
entropy and minimum wvariance amongst the set of
buckets are the two objective functions and the con-
straint is the mazimum allowed performance degrada-
tion factor K (we will call it the Quality of Service
or the QoS constraint). Such problems are combinato-
rial in nature and the most popular solution techniques
seem to revolve around the Genetic Algorithm (GA)
framework [20], [21]. GA’s are iterative algorithms and
cannot guarantee termination in polynomial time. Fur-
ther their efficiency degrades rapidly with the increas-
ing size of the data set. Therefore instead of trying
to attain optimality at the cost of efficiency, we design
a novel algorithm which we call the controlled diffu-
sion algorithm (CD f-algorithm). The C'D f-algorithm
increases the privacy of buckets substantially while en-
suring that the performance constraint is not violated.

5.1 Controlled Diffusion

We can compute the optimal bucketization for a given
data set using the QO B-algorithm presented in figure
3 of section 3, let us call the resulting optimal buckets
Bls for i = 1,...,M. The controlled diffusion pro-
cess creates a new set of M approximately equidepth
buckets which we call composite buckets (denoted by
CBj,j = 1,...,M) by diffusing (i.e. re-distributing)
elements from the B;’s into the C'B;’s. The diffusion
process is carried out in a controlled manner by restrict-
ing the number of distinct C'B’s that the elements from
a particular B; get diffused into. This resulting set of
composite buckets, the {CBy,...,CBjs} form the final
bucketized representation of the client data.



The M composite buckets need to be approximately
equal in size in order to ensure the QoS constraint, as
will become clear below. The equidepth constraint sets
the target size of each C'B to be a constant = fop =
|D|/M where |D| is size of the dataset (i.e. rows in the
table). (We do not implement the equidepth constraint
rigidly but as our experiments demonstrate, the error
is still quite small). Let us see how the QoS constraint
is actually enforced: If the maximum allowed perfor-
mance degradation = K, then for an optimal bucket
B, of size | B;|, we ensure that its elements are diffused

. Kx|B, .
into no more than d; = LBlI composite buckets (as

mentioned above fop = |D|/M). We round-off the
diffusion factor d; to the closest integer. Assume that
in response to a range query ¢, the server using the
set of optimal buckets {By,..., By}, retrieves a to-
tal of ¢ buckets containing 7' elements in all. Then
in response to the same query ¢ our scheme guaran-
tees that the server would extract no more than K T
elements at most, using the set {CBy,...,CBy} in-
stead of {Bj,...,Ba}. For example, if the optimal
buckets retrieved in response to a query g were By and
By (here t = 2 and T = |By| + |Bz]), then to eval-
uate ¢ using the C'B;’s, the server won'’t retrieve any
more than K x|B;|+ K *|Bs| elements, hence ensuring
that precision of the retrieved set does not reduce by
a factor greater than K. An added advantage of the
diffusion method lies in the fact that it guarantees the
QoS lower bound is met not just for the average preci-
sion of queries but for each and every individual query.
The important point to note is that the domains of the
composite buckets overlap where as in the case of the
optimal buckets, they do not. Elements with the same
value can end up going to multiple CB’s as a result of
this diffusion procedure. This is the key characteris-
tic that allows us to tweak the privacy measure while
being able to control the performance degradation, in
other words this scheme lets us explore the “privacy-
performance trade-off curve”. The controlled diffusion
algorithm is given in figure 5. Though our method
does not provably maximize the privacy measures, it is
found to perform very well in practice. We illustrate
the diffusion process by an example below.

Example 4: Let us take the example 3.3 from section
3 and see how it works when we allow a performance
degradation of up to 2 times the optimal (K = 2).
Figure 6 illustrates the procedure. In the figure, the
vertical arrows show which of the composite buckets,
the elements of an optimal bucket gets assigned to (i.e.
diffused to). The final resulting buckets are shown in
the bottom right hand-side of the figure and we can see
that all the 4 C'B’s roughly have the same number size
(between 11 and 14). The average entropy of a bucket
increases from 1.264 to 2.052 and standard deviation
increases from 0.628 to 1.875 as one goes from the B’s
to C'B’s. In this example the entropy increases since
the number of distinct elements in the C'B’s are more
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Algorithm : Controlled-Diffusion(D, M, K)
Input : Data set D = (V, F),

M = # of CB'’s (usually same as # opt buckets)

K = maximum performance-degradation factor
Output : An M-Partition of the dataset (i.e. M buckets)

Compute optimal buckets {B;, ..., Byx} using QOB algo
Initialize M empty composite buckets CB; ...,C By
For each B;

Select d; = % distinct CB’s randomly, fcp = %
Assign elements of B; equiprobably to the d; CB’s
(roughly |B;|/d; elements of B; go into each C'B)
end For
Return the set buckets {CB;|j =1,...,M}.

end

Figure 5: Controlled diffusion algorithm
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Figure 6: controlled diffusion (adhoc version)

than those in the B’s. The variance of the C'B’s is
also higher on an average than that of the B’s since
the domain (or spread) of each bucket has increased.
We can also guarantee that the average precision of
the queries does not fall below a factor of 2 from the
optimal, for instance take the range query ¢ = [2,4],
it would have retrieved the buckets By and Bs had
we used the optimal buckets resulting in a precision of
18/32 = 0.5625. Now evaluating the same query using
the composite buckets, we would end up retrieving all
the buckets C'B; through C' B, with the reduced preci-
sion as 18/50 ~ 0.36 > 3 % 0.5625. (Note: Due to the
small error margin allowed in the size of the composite
buckets (i.e. they need not be exactly equal in size),
the precision of few of the queries might reduce by a
factor slightly greater than K). $

In the next section we address the case of multiple
attribute range queries and then go on to discuss our
experimental results in the subsequent section.

6 Multi-Attribute Range Queries

We have so far discussed the privacy performance
trade-off in range queries in context of a single parti-
tionable attribute. In reality, range queries might refer
more than one attribute. A straightforward approach
is to apply the privacy enhanced bucketization strategy



proposed earlier to each attribute individually. But in
multi-attribute case another problem arises: that of ez-
posure via associations. In such cases, the unique com-
bination of bucket-tags corresponding to the different
attributes in a single tuple might be used to disclose
the identity of the owner or perhaps narrow down the
space of possible values for critical fields. We first ad-
dress the issue of identity disclosure of the owner of a
tuple.

In multi-attribute datasets k-anonymity has been
proposed as a measure of privacy [14]. k-anonymity
is defined as follows:

Definition 6.1 k-anonymity is said to hold, when en-
coding of attribute values in a table are such that for
any row r, we can find at least k—1 other rows with the
same encodings of the corresponding columns. That is
for any row, there are at least k—1 other indistinguish-
able rows.

A goal of adversary A might be to identify the record
corresponding to a certain individual I. If A is able
to learn the encodings for a few of the attributes for
I's record (i.e. the bucket-tags) such that these en-
coding, together distinguish I’s row from any other
row, then disclosure is said to have occurred. There-
fore it becomes critical to ensure a minimum k level of
anonymity for any row of the given table where k is
the desired privacy measure. Obviously a higher level
of anonymity will reduce the chances of disclosure of
any record of interest.

Ensuring k-anonymity in multi-attribute tables can
generally tend to get more difficult with the increasing
number of attributes that have to be indexed and it has
been shown to be NP-Hard in [15]. For tables where
only a single attribute needs to be indexed, the level of
anonymity achieved for any tuple is of course the size of
the bucket it is assigned to. The case where multiple at-
tributes have to be indexed, is a more complicated one.
Let us consider the special case where there is no corre-
lation between the values of the various attributes and
let N4, p, tuples have bucket-id By for the attribute
A;. Then we might expect on an average to be able
to find P — 1 other tuples for a given tuple that are
indistinguishable from it, where P = % and
attribute A, is partitioned into ko buckets, Az into k3
buckets and so on to all M attributes. That is we can
expect P-anonymity in general where P is defined as
above. The value of P rapidly decreases with both, the
increasing number of indexed attributes as well as the
number of buckets allowed for each of these attribute
domains.

Another attack that is a possibility in presence of
multiple crypto-indices, is that of prediction through
association. For instance when the adversary A knows
about correlations between different attributes A; and
A; say, he might be able to predict with high proba-
bility the value of attribute A; of a tuple if he knows
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the bucketization of the A; field. Such attack scenarios
have been analyzed previously in [3].

Recently authors in [3] have explored the issue of
exposure and quantified it in a different setting where
hashing has been used instead of bucketization. Based
on their work, one could possibly develop the frame-
work to explore exposure in the bucketization case
as well. However, a novel strategy proposed in [§]
overcomes this problem in a different manner, instead
of bucketizing attributes individually, it is done as
a multidimensional partitioning. The authors show
that the problem of exposure disappears when multi-
dimensional partitioning is used. We feel our proposed
diffusion based approach can be adapted to work in the
case of multi-dimensional partitioning as well. But any
such discussion is out of scope of this paper and will
addressed in future work.

7 Experiments

We start by introducing the datasets we used and our
experimental setup.

7.1 Datasets and experimental setup
The following two dataset and query set were used:
1) Synthetic Data Set: consists of 10° integer val-
ues generated uniformly at random from the domain
[0,999].
2)Real Data Set: consisted of 10* data points taken
from one of the columns of the “Co-occurrence Tex-
ture” table of the “Corel Image” dataset in UCI-
KDD archive [18]. The readings correspond to the
angular momentum component of some colored im-
ages. The values came from a real domain (roughly
(—0.800000, 8.000000)). The frequency of most values
was equal to 1 (i.e. unique) or some small integer c.
3) Benchmark Query Set: We generated two different
set of queries corresponding to the synthetic and real
datasets, Qsyn and Qreq respectively. Each were of
size 10000 and were generated uniformly at random
from the same ranges as the datasets themselves®.

We carried out all our experiments on a 1G Hz pen-
tium machine, with 512MB RAM.

7.2 Experiments

We carried out four sets of experiments that measured
the following;:

1) Decrease in Precision: of evaluating the bench-
mark queries using optimal buckets (QOB-buckets)
and composite buckets (CB’s). Figure 7 (a) plots the
ratio of the average precision using optimal buck-
ets to that using the composite buckets for the bench-
mark query set QQsyn as a function of # of buckets.
Plots are shown for multiple values of the maximum al-
lowed performance degradation factor K = 2,4,6,8,10.

5though real life datasets and queries rarely come from an
uniform distribution, we feel the results reported here still give
a good indication of the usefulness of our algorithms
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Figure 7 (b) shows the corresponding plot for the real
dataset on query set Qeql-

2) Privacy Measure: We plot the ratio of average
standard deviation of the C'B’s to that of the QO B-
buckets as a function of # of buckets in figure 8 (a)
for the synthetic dataset and in figure 8 (b) for the real
dataset (for values of K = 2,4,6,8,10). Figure 9 (a)
plots the ratio of average entropy for the two sets
of buckets, on the synthetic dataset and figures 9 (b)
display the corresponding ratio for the real dataset.

3) Performance-Privacy trade-off: Figure 10 (a)
displays the trade-off between average standard de-
viation of buckets and average precision. We fix 6
values of M, the # of buckets M = 100, 150, ..., 350)
and for each M, we plot the average standard devia-
tion of the optimal set of buckets (QOB’s) as well as
the average standard deviation for the 5 sets of com-
posite buckets (C'B’s) obtained from the QOB’s by ap-
plying the controlled-diffusion algorithm by setting the
degradation factor K = 2,4,6,8,10. In effect we plot
6 different points for each value of M. Similar plots
of entropy-precision trade-off for the same sets of
buckets are plotted in figure 10 (b).

4) Time taken: to compute the optimal buckets by
the QOB validates the O(N?M) complexity of the
QOB algorithm. But the figures are excluded from
this paper due to lack of space. The interested reader
can refer to [11] for the plots.
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7.3 Results

The empirical results on both datasets for the bench-
mark queries are quite positive in most of our exper-
imental runs: the relative precision measurements for
instance show that for most cases, the degradation in
average precision is actually much smaller than the al-
lowed maximum of K. In both the datasets, even when
the maximum degradation factor allowed is 10, the ob-
served decrease in query precision was less than 3. This
is obviously because the controlled-diffusion algorithm
leads to some degree of overlap in range®. This results
in a much smaller drop in the precision than K, for a
majority of the range queries.

Amongst the privacy measures, standard deviation
increases by a large factor in most cases even for a small
value of K. Whereas entropy, being a logarithmic mea-
sure, grows more slowly. Though for some values of K

Swhere range(B) is the set of C'B’s that the elements of B
are diffused into



for the real data, average entropy of buckets decreased
slightly as a result of diffusion.

Finally the plots in the performance-privacy trade-
off space display all the design points available to
the data-owner. These plots provide a good estimate
of the degree of privacy available if one is willing to
sacrifice efficiency by a given amount. For e.g, by look-
ing at the plots of figures 10 (a) and 10(b), the data
owner might choose a bucketizaton scheme that uses
100 buckets and sets K = 2 since it provides a high
value for average entropy as well as a sufficiently high
value of standard deviation of the buckets for a small
loss in efficiency (the design-point is circled in both the
figures). One can also use non-integral values of K and
explore more points in the trade-off space that might
meet one’s requirements). The trade-off plots could be
made more accurate by choosing an appropriate set of
benchmark queries for a given application.

8 Related Work

Privacy and security in databases have been a core area
of research for a few decades now. Privacy related prob-
lems spring up in many sub-areas of database research,
for e.g., access control [26], inference control [29],[28],
statistical disclosure control [16], statistical databases
[22], etc. More recently quite a bit of research has been
done in areas such as privacy preserving data mining [9]
[10], DAS oriented work (which we have reviewed ear-
lier) and privacy-preserving information retrieval [30].
We give a brief summary of the research in few of the
areas other than DAS.

Privacy Preserving Data mining: There does
not seem to be any universally acceptable definition of
privacy and the general trend is to define a notion of
privacy that is best suited to the application at hand.
Authors previously have suggested different measures
for various application: Agrawal and Srikant [9] ad-
dress the classification problem and propose the size
l of the interval to which the value of a variable can
be restricted with a confidence ¢ to be the measure of
privacy at c-confidence level. Agrawal and Aggarwal
[10] study distribution reconstruction from randomized
data for which they propose measures based on entropy
and mutual information of random variables. Associa-
tion rule mining in privacy-preserving manner has been
addressed in [2]. [12, 13] take a cryptographic approach
to compute decision trees and do EM-clustering for a
distributed setting, in a privacy-preserving manner.

Statistical Database Protection and Disclo-
sure Control: The central problem addressed in sta-
tistical databases and disclosure control is that of re-
leasing datasets in a manner such that an individual
interested in learning aggregate level measures (mean,
median, frequency) is able to do so with minimum error
and at the same time the data owner is able to secure
the values of records from being disclosed [22], [23],
[24], [25]. Data-perturbation by statistical noise addi-
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tion is an important method of enhancing privacy [22],
[24]. The idea is to perturb the true value by a small
amount € where € is a random variable with a mean
= 0 and a small variance = ¢2. Statistical disclosure
control techniques consist of generalization, suppres-
sion and data swapping amongst others [16]. Another
important privacy-measure, that of k-anonymity [14]
has been introduced earlier in section 6. The literature
in the area is vast and we refer the interested readers
to [23] and [16] for a thorough survey of the field.

Inference Control: The inference problem in
databases occurs when sensitive information can be
disclosed from non-sensitive data and meta-data. A
vast amount of research exists in this area as well
[27]. An inference analysis based on variance of es-
timators has been carried out by the authors in [24]
for randomization. Specifically of interest to us are
the issues of inference control in i) general purpose
databases, ii)statistical databases, iii)data mining and
iv)web-based inferencing. Detection of inference chan-
nels in above scenarios is an important problem and
has been addressed by many researchers. Due to lack
of space, we refer the interested reader to [27],[28] and
[29] for a detailed exposition and pointers to further
literature in the area.

9 Conclusions

In this paper, we investigated “data bucketization” as a
privacy-enhancing technique and highlighted the fun-
damental tradeoff between privacy and performance.
We presented some inferencing and disclosure scenar-
ios (that an adversary, primarily the untrusted server,
might be interested in) and proposed two useful mea-
sures of privacy. We also derived an optimal algorithm
for data partitioning that provably minimizes perfor-
mance overhead in query processing. We presented the
controlled diffusion algorithm that lets the data owner
fine-tune bucketization to achieve the desired level of
data privacy by sacrificing the accuracy (of query eval-
uation) by a small measured amount. The effectiveness
of our proposed algorithms is validated by our exper-
iments that show promising results on both synthetic
and real datasets.

10 Future Work

In the future, we intend to assess the privacy loss in
the case when the adversary has partial information
about buckets (which is a more realistic scenario) in-
stead of the worst case scenario where the adversary
has complete information as considered here. Also, an-
alyzing disclosure risk and privacy guarantee in case
of multi-attribute data is an important goal of our
research. Furthermore, we intend to explore/develop
optimal partitioning algorithms that provably max-
imize privacy within performance constraints set by
the data owner.

We recognize that many other research challenges
would arise if we were to incorporate and deploy a



bucketization strategy (such as the one proposed in
this paper) in real systems. For example, in this pa-
per we assumed a static database. Over time, as the
database changes, the bucketization might not remain
optimal and will have to be adapted. One approach is
to construct a new bucketization periodically (on the
fly) and replace the old index with a new one. To make
the scheme more attractive for the on-line setting, it is
interesting to explore incremental construction and mi-
gration schemes. Such incremental schemes have been
developed for B-tree or other indices and some of these
ideas might apply in our context as well.

Finally, we note that our focus has been on range
queries and we showed how bucket content diffusion as
a strategy can offer higher privacy with bounded over-
head. Approaches involving the privacy/performance
tradeoff in the context of other kinds of queries (such
as join queries) remain part of our future work.
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A Average Squared Error
Proof: We have from definition 4.1, ASEE(X, X') as
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